Acoustical oceanography has since the 70’s played an important role in ocean exploration. Taking advantage of the ocean transparency to sound, the latter is used to study ocean physics and biology. Essentially, sound propagation carries information about the phenomenon to study, to an acoustical system available to the researcher. Acoustical oceanography has been successful in studying global warming, the sea bottom, suspendend sediments, bubble clouds, plumes, rainfall, sea surface roughness, gas interchange in breaking waves, and tracking whales, remotely measuring the shape of the ocean bottom, attaining depths below those reachable by XBT and floats. Usually, in 3D (three-dimensional in space) tomography, the problem is divided into vertical-slice problems (borrowing concepts from medical scans), in which many slice-structures are estimated, to compose the final 3D estimate. Each vertical slice is designed at a strategic horizontal angle, requiring the deployment of more than one acoustic source or receiver array, to form a sufficiently large number of source-receiver paths, to define an unambiguous estimate. One advantage of tomography over non-acoustic approaches is that the number of data points grows geometrically with the product no. of sources × no. of receivers, as opposed to their sum.

A problem regarding the estimation of 3D fields is the large amount of physical parameters to be estimated (leading to underdetermination, if there are no sufficient independent measurements, and to a slow computation). Inverse theory can be used to constrain the solution to the smoothest field, or the unique solution consistent with a priori knowledge of the field covariance. An alternative approach is to regularize the estimation problem, by expanding the field to be estimated into meaningful basis functions. When there are no ocean circulation models, one has to do optimal interpolation of sparse measures, with subjective parametrizations. Then, the problem consists of estimating the expansion coefficients. Typical basis functions are uniform, linear and cubic splines, wavelets, vertical hydrodynamical modes, Fourier basis and principal components. The latter are called empirical orthogonal functions (EOFs), in the me-
ereology and underwater acoustics literature. EOFs are the most efficient representations, and their application is conditioned to statistical stationary fields. EOFs allow to filter out unwanted scales of variability, and to compress oceanographic data into a minimum number of patterns. Very often, EOFs are computed to represent the depth-variability of ocean properties like temperature or sound speed. As a consequence, the ocean is divided into horizontally-invariant parallelepipeds, and a set of EOF coefficients for each parallelepiped is estimated. EOFs can be computed from historical hydrographies, or, in their absence, from physical oceanography.

The very first 3D tomography experiment (Ocean Tomography Experiment) had as central goal the production of three-dimensional time-evolving maps of the ocean, using 4 sources and 5 receivers[3]. The ability to produce a 3D map (300 × 300 km) using acoustics alone was demonstrated. These ideas have been implemented in a number of successive tomography experiments, from which we can mention: Greenland Sea, in 1988–1989 (using 6 acoustic transceivers in an array approximately 210 km in diameter); AMODE, in 1991 (using 6 acoustic-transceiver moorings within a circle with a radius of 350 km); Heard Island Feasibility Test, in 1991, (a very-long-range transmission test to investigate the heating of the world’s oceans); THETIS I, in 1991, (using 6 transceiver moorings separated by 100–200 km); Acoustic Thermometry of Ocean Climate, in 1995 (for basin scale studies); Shelf Break Primer Experiment, in 1996 (using 4 depth-dependent EOFs). In [4], 2D (2-dimensional of depth and range) EOFs were used to study the large-scale variability in the California Current System, employing a sound source ≈ 624 km from the receiver (a number of other arrays was also used). In [5], the upper ocean (a 10 by 10 km (in the horizontal) by 20 m (in depth) block) was expanded into distinct basis vectors for the along-shore, seaward and depth dimensions, with independent statistics between them. The upper layer could be represented accurately with only 2 nonzero EOF coefficients, to less than 0.01 m/s maximum error at any point. An (inexpensive) single source-receiver pair was used successfully to estimate the 3D upper layer structure, in simulations, using a 500 Hz source 10 km apart from the receiver.

The work at hand presents a single-acoustic slice tomographic approach for the 3D ocean, in which the EOFs are defined for the 3D space, assuming dependent statistics in all 3 dimensions, and covering an area of ≈ 40 by 80 km (in the horizontal) by 171 m (in depth). The next section formulates the problem, and is followed by the results with simulated acoustic data, and the conclusions.

## 2 Problem statement and background

The present work concerns the estimation of the three-dimensional spatial (at longitude \(x\), latitude \(y\) and depth \(z\)) sound speed field \(c\) evolution with time \(t\), at \(M\) locations of an oceanic volume of interest, by means of acoustic inversion. The field is approximated by an empirical orthogonal function decomposition, whose time-dependent coefficients —grouped into the vector \(\Theta_T(t)\)— are to be estimated. The underlying technique assumes that the volume is probed with broadband acoustic signals (at \(L\) frequencies), propagating from a source to a set of vertical hydrophone arrays, and then being inverted for the required coefficients. The following sections review the concept of empirical orthogonal function, and the acoustic inversion technique used in deriving the results.

### 2.1 Empirical orthogonal functions

Many analyses of climate data sets suffer from high dimensions of the variables representing the state of the underlying system at any given time, demanding for a split of the full phase space into two subspaces. The “signal subspace” is supposed to represent the dynamics of the process, while the “noise subspace” contains all processes which are supposedly irrelevant in their details for the “signal subspace” (including uncertainties introduced by the measurement or objective analyses). The signal subspace is spanned by few characteristic patterns, and has longer scales in time and space, and fewer degrees of freedom, than the noise subspace.

Let us assume that we have at hand observations of the \(M\)-point field evolution, whose representation in terms of “signal” (spanned by \(s_k\)) and “noise” (spanned by \(n(t)\)) subspaces may be written as

\[
x(t) = \sum_{k=1}^{K} \alpha_k(t) s_k + n(t),
\]

with \(K \leq M\).

It is assumed that any time-dependent vector \(x(t)\) is a realization of a common zero-mean random variable \(X\), with covariance matrix \(\Sigma\) and variance \(\text{var}(X) = \sum_{m=1}^{M} \text{E}[X_m^2]\), \(m = 1, \ldots, M\), i.e., the observations represent field anomalies. Empirical orthogonal functions (EOFs, termed in [6], or principal vectors or loadings) are defined as that set of \(K\) orthonormal vectors which span the same space as \(s_k\), and minimize the variance of the residual \(n(t)\) in Eq. (1) (thus acting as a ‘misfit’ minimization).

The EOFs are the eigenvectors of \(\Sigma\) associated with the largest eigenvalues \(\lambda_k\). The expansion coefficients \(\alpha_k = x^T v_k\) (sometimes labelled principal components or scores) are univariate random variables.

They are uncorrelated:

\[
\text{E}[\alpha_k \alpha_l] = \lambda_k \delta_{kl},
\]

with \(\delta_{kl}\) the Kronecker delta. We could say that the EOFs statistically synthesize the joint time variability of physical quantities (some approaches work in the frequency domain instead).

The variance of \(n(t)\) can be defined as a dot product in one of different metrics, rendering the definition of EOF metric-dependent.
Regarding the choice of $K$, for which, a good answer is case-dependent, one usually defines a criterion built on the proportion of $X$-variance accounted for by the EOFs. This measure can be calculated for individual EOFs, or sets of EOFs,

$$\eta_k = \frac{\lambda_k}{\sum_{m=1}^{M} \lambda_m}, \quad \text{or} \quad \eta_{1, \ldots, K} = \frac{\sum_{k=1}^{K} \lambda_k}{\sum_{m=1}^{M} \lambda_m}, \quad (3)$$

and is formally similar to the Brier-based score\[7]. $K$ is often selected according to one of two criteria: either the percentage of $X$-variance explained by the first $K$ EOFs passes a certain threshold, or the last kept EOF accounts for a certain minimum variance:

$$\eta_{1, \ldots, K} \lesssim \eta_1 < \eta_{1, \ldots, K+1}, \quad \text{or} \quad \eta_K > \eta_2 > \eta_{K+1}. \quad (4)$$

Typical values for $\kappa_1$ are 80% or 90%, and for $\kappa_2$, 5% or 1%.

In practical situations, the covariance matrix $\Sigma$ is unknown, and typically, the EOFs are estimated from a finite sample $(\mathbf{x}(1), \ldots, \mathbf{x}(N))$, as the eigenvectors of the data covariance matrix. This is why EOFs are called “empirical” (reflecting the fact that they are estimated from the specific data set being analyzed, whose dynamics is sometimes unknown).

The first EOF or few EOFs may represent a meaningful physical summary of relevant processes, the same holding for the remaining EOFs only under very special circumstances—in most real-world cases, processes are not uncorrelated, and may be described by meaningful non-orthogonal patterns.

### 2.2 Acoustic inversion

Consider the complex acoustic pressures from measures by all the hydrophones of the $H$-hydrophone $A$ vertical arrays, grouped into the vector $\mathbf{p}(f, \mathbf{\theta}, t)$, function of frequency $f$ and the (true) vector of EOF coefficients $\mathbf{\theta}_f(t)$ (t dropped). Acoustic inversion, in the present work, consists of finding the EOF coefficients in $\mathbf{\theta}$ that maximize the ‘acoustic correlation function’ given by the broadband frequency-incoherent Bartlett power (a generalization of the plane-wave beamformer)

$$B_{\text{Bart}}(\mathbf{\theta}) = \frac{1}{K} \sum_{k=1}^{K} \mathbf{w}^H(f, \mathbf{\theta}) \mathbf{\hat{K}}(f, \mathbf{\theta}_f) \mathbf{w}(f, \mathbf{\theta}), \quad (5)$$

where $^H$ is the Hermitian operator, and $\mathbf{\hat{K}}(f, \mathbf{\theta}_f)$ is an estimate of the correlation matrix of $\mathbf{p}(f, \mathbf{\theta}_f)$. For each candidate vector $\mathbf{\theta}$, the unit-norm vector $\mathbf{w} = [w_1, w_2, \ldots, w_{HA}]^T$ of calculated pressure on the $A$ vertical arrays is computed. The search in $\mathbf{\theta}$ is carried out exhaustively.

### 3 Results

The results consider the inversion for a synthetic time-evolving three-dimensional sound speed field off Cabo Frio, Brazil. The oceanography of Brazil is essentially determined by the Brazil Current (BC) system. In the 20–28°S range, the BC has been reported in the literature as a weak shallow, warm and salty southward flowing western boundary current, which develops intense mesoscale activity. Evidence of large nearly standing frontal cyclonic meanders, north from Cabo Frio, can be given by satellite images, pointing Cabo de São Tomé (22°S) as a vortex activity birth point, attributed to the sharp change in the coastline\[8]. Another feature of interest is the upwelling activity along the zonal coast south from Cabo Frio.

In the present work, an ocean dynamics simulation for the brazilian southeast coast was carried out using the Regional Ocean Modeling System (ROMS), from which the box with corners (23°28.46’S, 42°26.48’W) and (23°07.16’S, 41°39.52’W) (an $\approx 55.6 \times 204$ km box) was selected for analysis—see fig. 1. ROMS is a free-surface, terrain-following, primitive equations ocean circulation model widely used by the scientific community for a diverse range of applications [9]. ROMS includes several coupled models for biogeochemical, bio-optical, sediment and sea ice applications, and vertical mixing schemes, multiple levels of nesting and composed grids. Prior to tackling the problem at hand, the model was run to issue forecasts for the whole year of 2009, with one-day spaced results, using thermohaline climatologies and real daily winds. For analysis, only the period 1st December–31st December was considered. Noiseless acoustic data at frequencies 500 and 1000 Hz was synthesized, using the adiabatic approximation in a range-dependent implementation of the SNAP code\[10]. Then, the matched-field processor in Eq. (5) was applied to the data, in order to recover the field evolution. The search for the physical parameters was carried out using a genetic algorithm.

![Figure 1: Boxes considered for the: Regional Ocean Modeling System run (dashed line) and acoustic inversion exercise (continuous line), for the Cabo Frio (circle center) simulation.](image-url)
3.1 Simulation setup

The volumetric empirical orthogonal functions $\text{EOF}_k(x, y, z), k = 1, \ldots, K$ were computed by the standard technique explained in sec. 2.1, using the daily field evolution derived by ROMS at $M$ spatial locations inside the box in fig. 1, with a resolution of $0.786 \text{ km} \times 2.06 \text{ km} \times 1 \text{ m}$ in latitude, longitude, and depth, respectively, during the December period. In order to obtain a detailed representation of the sound speed field, 8 EOFs were used, corresponding to a value of $\kappa_1 = 80\%$ in the criteria in Eq. (4).

In order to assess the possibility of estimating 3D sound speed fields, using a single acoustic source and receiver, different geometries for the acoustic system were tested, to estimate the oceanographic feature given for 31$^{\text{st}}$ December. The source was positioned at 20-m depth, and the receiver consists of a 1–46 m depth 10-hydrophone array. The tested positions are shown in fig. 2, superposed to the 1-m depth representation of the feature to estimate, and refer to 1 sampled arc representing a source-receiver distance of 20 km, respectively.

In analyzing the acoustic inversion results, it is worth first to separate the possible estimation errors. Two main errors can be identified. The first is systematic and due to the EOF approximation (8 EOFs, as compared to $N = 31$ snapshots of the sound speed field), with the implicit error as in eq. 1, here associated to a 80% of ‘explained variance’. The second error is more subtle, and due to the random character of the search algorithm (genetic algorithm), which does not guarantee that the global maximum of function (5) will be ‘attained’ during the inversion.

In carrying out the acoustic inversion exercise, only the corresponding vertical sections of the volumetric EOFs will act as basis functions to generate the sound speed field section. This is because the acoustic propagation model assumes cylindrical geometry.

In fig. 3, the estimation results for the acoustic transects with indices 1, 3, 5, 7 and 9 (see fig. 2) are shown. We can see that the sound speed estimate corresponds to a transect-temperature error always less than 0.2 $^\circ$C. We can see that the estimates agree well with the true feature characteristics, over depth. An histogram of the error amplitude at 171-m depth (not shown) was computed, showing a mode inferior to 0.03 $^\circ$C.
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Figure 2: Horizontal section at 1-m depth of the 3D oceanographic feature to be estimated by acoustic inversion. The circle represents the acoustic source, and the squares, each of the tested receiver positions (numbered as suggested by the indicated ones).
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Figure 3: True (left column), estimated (middle column) and estimate error (right column) in temperature (deduced from the sound speed estimate) along the transects 1, 3, 5, 7 and 9 (defined as in fig. 2). All temperatures are given in $^\circ$C.

4 Summary

The results show that the acoustic inversion for the three-dimensional (3D) sound speed field is feasible with a moderately-to-reduced number of acoustic sensors, by expanding the field into 3D spatial empirical orthogonal functions (EOFs).
Figure 4: Temperature signatures: true (first column), estimated (second column) and estimate error (third column), at three depths: 1, 91 and 171 m (first, second and third lines, respectively), as a function of latitude and longitude. The estimates were obtained when the acoustic source and receiver assumed the points of transect no. 3, in fig. 2. The color scales in the first two columns are coincident. At 1-m depth, the true signature is coincident with the one in fig. 2. All temperatures are expressed in °C.

The definition of 3D EOFs, which synthesize the combined spatial variability of the field, allows for a single-slice alternative to the traditional multi-slice tomography concept for oceanic volumes, with a relatively low computational cost. For the particular area of Cabo Frio, it was seen that, by using the frequencies 500 and 1000 Hz, propagating to a 10-hydrophone array 20 km away from the acoustic source, an oceanic volume of 40 × 80 km (horizontal dimensions) × 171 m (in depth) could be recovered for its sound speed field (and/or temperature), with a small error in temperature, essentially independent from the transect of the acoustic observation. This was confirmed by looking at the results obtained for the acoustic observation in the transect in which the sound speed is only mildly range-dependent, allowing to recover the full three-dimensional oceanographic fields, well away from the acoustic source/receiver. The main characteristics of the analyzed oceanographic feature were estimated with acceptable quality, with estimate errors very often less than 0.5 °C in temperature. The accuracy of the results can only be judged upon their application, and have to be appreciated according to either oceanographic (with varying scales of interest) or acoustic applications.

The present technique is highly dependent on the existence and performance of an ocean dynamical model, which allows to derive the cross-statistics of the spatial variability of the field to estimate, allowing for the definition of the 3D empirical orthogonal functions as bases with coefficients to estimate. A priori, the presented results can be improved, by using multi-slice acoustic configurations. These configurations will be tested, and the acoustic signals received in the multiple hydrophone arrays will be processed coherently, in a single step, in order to reduce the estimation uncertainty. According to the presented results, it is expected that, if the EOF basis well represents the instantaneous field to estimate, the latter can be recovered with a minimal number of slices, with an increased accuracy with respect to the presented single-slice case. Equivalently, it is expected that the same accuracy as in traditional volumetric tomographic approaches can be attained with a smaller number of slices, compensated by the 3D coherence of 3D EOFs.
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