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Chapter 1

Introduction

The sea is really a particular environment. Its properties are very typical and it’s why a lot of scientists work on it in
order to determine its characteristics. The underwater acoustics is one of the domain which are particularly studied,
because of its importance in a lot of applications, civilians and militaries. This is very useful also because the ocean
is totally opaque to the electro-magnetic waves. So, the sound results to be the better mean to communicate under
the surface of the sea. But, even if it is at the moment the better way for underwater communications, a lot of
problems have been encountered as soon as we tried to transmit data. One of the problems encountered is about
the distorsion of our data. Indeed, when you send a data under the sea surface, a lot of parameters make that the
data received is not the same as the data sent. It is a big problem and we can’t do differently. So, the only way is to
process this data after receiving it, trying to do the inverse of what has been done during the communication, and
so getting exactly what was sent. When we speak about this, it seems very simple. But the knowledge it requires,
about the environment, the communications, for example, is so huge that it rapidly becomes really difficult.

Our project was to study the equalizers for the underwater acoustics. But, in order to study this, we needed
a certain background in digital communications. This background could only be obtained by studying digital
communications but not applied to underwater acoustics. The equalizers are not typical from underwater acoustics,
they are also used for all the digital communications. So, we also had to study them in a general case not applied
to the sea. All these constraints, added to the duration of our project which is very short, has done that in the
most part of our report we don’t speak about the underwater acoustics.

So, in a first part, we dealt with theoretical problems. This theory we have exposed is the necessary background
we need if we want to work and understand well the equalizers. Then, we started speaking about the equalizers. It
is obvious that we couldn’t get directly a complicated equalizer we can use everywhere. It’s why we have chosen to
study first two simple ones. We have studied their characteristics to make them functioning well and to see really
how an equalizer runs. Finally, we studied a more complicated equalizer, the adaptive equalizer, which is more
adapted to the reality. For this equalizer, we finally have taken an environment for a communication which is more
realistic, closer to what happens in the sea. This is the real application we did about equalizers for underwater

acoustics.



Chapter 2

Theory on communication systems

In this chapter we are going to study the bases of digital communication systems. We present this theory which is
very important in order to understand the equalizers. All this chapter is based on various references that we will
name progressively. This in fact is a summary of what we have to know about communication systems to treat the
subject. First, we will study how we construct a signal to transmit, so the characteristics of an input signal in a
channel. Then, we will see some ways to transport the information to the channel after having created it, talking
about carrier transmission. Finally, we will apply this to the transmission in a channel, but a band limited channel,

which is closer to the reality.

2.1 Baseband Digital Transmission

Here, we are going to develop the mean to create signal beginning with the simplest which is the binary signal, and
complicating this more and more in order to get more and more information transmitted. But it is easy to imagine

that having more information results in having more difficulties for the treatment of the signal.

2.1.1 Binary Signal Transmission (Reference [1], [2, [3] and [4])

Binary data consists of a sequence of 0’s and 1’s which are transmitted using two signal waveforms sy (t) and sq(t)(
Figure 2.1) with 0 < ¢t < Tb.

We consider that 0’s and 1’s are equally probable and that the signal is transmitted through an Additive White
Gaussian Noise(AWGN) channel. Then the noise will be n(t) with power spectrum of Ny /2 watts/hertz.The received
signal is:

r(t) = s;(t) + n(t), (2.1)

with i=0 or 1.
As an example, we consider that a 0 is transmitted.The receiver is going to try to minimize the transmission

error. For an AWGN channel, the receiver consists of two buildings blocks: a signal correlator or a matched filter



=0LE) s1 (L)

Tbs2 Thb

Figure 2.1: Signal waveforms sg(t) and s;(t) for a binary communication system

and a detector. The signal correlator cross-correlates r(t) with the two possible transmitted signals which gives:

ri(t) = ; r(7)s;(7)dr, (2.2)

Here, with 0 transmitted, we get:
Ty
rg = / r(t)so(t)dt
0

— /Th s2(t)dt + /Th n(t)so(t)dt
0 0
~ Fin (2.3)

and
T =Ny (24)

with .
ni:/O n(t)s;(t)dt. (2.5)

As n(t) is a sample function of a white Gaussian process with power spectrum of Ny /2, we have:

E(n;) = /O " o) Eln(0)]dt = 0 (2.6)
and variances
= )
= 20. (2.7)

Then, the probability density functions of rg and r; are:

1 7(7’0 — E)2

p(ro|so(t)transmitted) = (2.8)

V2ro 202
) 1 —r?
p(r1|so(t)transmitted) = Tona exp 53 (2.9)

The two probability density functions are illustrated on Figure 2.2.

Using a matched filter is an other way to do but the result is exactly the same than with the signal correlator.
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Figure 2.2: Probability density functions p(ro|0) and p(r1]|0) when so(t) is transmitted

The second block after one the two precedents is the detector. This one observes the outputs ry and r; and

decides whether the signal transmitted was sg or s;. The objective is to minimize the probability of error which is:
Pe:P(T‘l>7’0):P(7’L1>E+TL0):P(77,17710>E) (210)

If we note x=n;-ng, we know that x is zero-mean gaussian because n; and ng are too. So,

EN
B(®) = 2(=57) = ENo = o} (2.11)
Finally, the probability of error is:
1 o —a?
P, = —— exp —dx
V2o, /E 202
1 oo —x2
= — exp ——dz
V27 /1 /E/No 2
E
= — 2.12
Q5 (2.12)

where,
Y
Qz) = \/7271'/1 exp 7dt (2.13)

We call the ratio E/Ny the Signal to Noise Ratio(SNR) and SNRindB the signal to noise ratio in dB which
is 10log10(E/Ng).Figure 2.3 shows an example obtained with Matlab of a graphic of a probability of error for
orthogonal signals.

There are also other ways for transmitting binary information. The use of signal correlator, matched filter and
detector is quite the same. So we just give the characteristics of other signal waveforms.

There are the on-off signals whose received signal waveforms are n(t)if a 0 is transmitted and n(t) + s(t) if a 1

is transmitted. Then there are also the antipodal signals whose received signal waveform is:
r(t) = £s(t) + n(t) (2.14)

It is important also to deal with the signal constellation diagrams because they are very useful to obtain a concrete
representation of the binary signals. Such a diagram is called signal constellation and uses a characterization based

on energy. On Figure 2.4, you can see the signal constellations for orthogonal binary signals, for different values of
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Figure 2.3: Probability of error for orthogonal signals

o and using a Monte Carlo simulation. The principle of the Monte-Carlo simulation is to compare the emission of

10000 bits for example with the choice of the detector.
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Figure 2.4: Received signals points to the selector for orthogonal signals for three values of o (Monte-Carlo simu-

lation)

2.1.2 Multiamplitude Signal Transmission

In the precedent subsection, we have detailed the processus used for the transmission of digital information by use
of binary signal waveforms. We are now going to see that this process can be extended to transmit multiple bits
per signal waveform, using signal waveforms that take multiple amplitude levels. Then we can construct M=2*

multiamplitude signal waveforms represented as:

sm(t) = Amg(t), (2.15)



Figure 2.5: Symbol-error probability for M-level PAM for M=2,4,8,16

with 0<t<T, m=0,1,...,M-1, g(t) a rectangular pulse and where the amplitude values A,, are:
Apm = (02m— M+ 1)d, (2.16)

where 2d is the Euclidean distance between two adjacent points.

These signals are called Pulse Amplitude Modulated (PAM) signals. Then each signal waveform conveys
k=logoM bits of information. The bit rate here is R=1/T=1/kT;,. Here the optimum receiver consists again
of a signal correlator (or matched filter) followed by a detector but a particular one which is an amplitude detector
that computes the Euclidean distances D;=|r-A;| where r is the correlator output. So, the decision is made in favor
of the amplitude level that corresponds to the smallest distance.The probability of error for the optimum detector

is:
2(M —1)
M

6(1092 M)E(wb

P =
M (MQ — 1)N() )

Q( (2.17)

where Eg,p is the average energy for an information bit.We can see on Figure 2.5 a Matlab graphic which illustrates

the probability of a symbol error for M=2,4,8,16.

2.1.3 Multidimensional Signals

In the preceding subsection, the multiamplitude signal waveforms were one-dimensional signals.We now consider
the construction of a class of M=2* signal waveforms that have a multidimensional representation. Then we can
represent the set of signal waveforms in N-dimensional space. We consider the set of M=2* waveforms s;(t) for

i=0,1,...,M-1 which have the properties of mutual orthogonality and equal energy, which is traduced by:

/ ’ si(t)sp(t)dt = By, (2.18)
0
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Figure 2.6: Optimum receiver for multidimensional signals

where i,k=0,1,...,M-1 and J;is the kronecker symbol. We consider that the channel used is the same and that the

definitions for R, T}, M are the same that the precedent subsections.The simplest way to construct a set of M=2*

equal-energy orthogonal waveforms in the interval (0,T) is to subdivide the interval into M equal subintervals of
AT

T/M duration. Then the signal waveforms have an energy E=%7. We can represent these orthogonal waveforms

by orthogonal vectors:

50 = (VE, 0,0, ...,0)
s1 = (0,VE,0,...,0)

sa—1 = (0,0,...,0,VE)

If the transmitted waveform is so(t), the received waveform is:
r(t) = so(t) + n(t) (2.19)

In order to minimize the error, we pass the signal r(t) through a parallel bank of M signal correlators (or matched
filters) as shown on Figure 2.6

All the r; can be represented with the vector r=[rqg,ry,...,tps — 1]t where ro=E-+ng and r;=n; for i#0.Using the
same approach than in the first subsection and because the noise is zero mean gaussian, we find that:

o NoE
2 b)

(2.20)

10



and then, considering that so(t) has been transmitted, the probability density functions for the correlator outputs

are:
. 1 —(’I“O — E)2
rolso(t)wastransmitted) = ex 2.21
p(rolso(t) ) N p 252 ( )
(ri]s0(t)wast tted) — — i (2.22)
;|80 (t)wastransmitted) = ex .
p 0 oo P 902

Then the optimum detector observes the M correlator outputs r; and selects the signal corresponding to the

largest correlator output.The probability of a correct decision is simply:
P.=P(ro>1r1,70 > To,...;T0 > I'M—1)5 (2.23)

and the probability of a symbol error is Py;=1-P.. It is possible to show that P,; can be expressed as:
2E\2
1 [ —(y—/)
Py = — 1—[1— M=) exp ——F+——d 2.24
== [ = QM e —— (229
This probability is the same for any s;(t) transmitted. It can also be interesting to convert the probability of
a symbol error into an equivalent probability of a binary digit error. So, for equiprobable orthogonal signals, all

symbol errors are the same and occur with probability:

Py
M-—-1

= Py2F -1 (2.25)

Figure 2.7: Bit-error probability for orthogonal signals for M=2,4,8,16,32,64.

But this error is for one symbol and if you want to obtain the average number of bit errors per k-bit symbol,

2k—1

si—7 P Finally the average bit-error probability is the 1.25 result, divided by k,

you take the sum and you get k
the number of bits per symbol:

Py (2.26)



Figure 2.7 shows a Matlab graphic of the probability of a binary digit as a function of the SNR per bit Eg/Nj
for M=2,4,8,16,32,64 where E,=E/k is the energy per bit.

An other type of set can be done. One-half the waveforms are orthogonal and the other half are the opposite of
these orthogonal waveforms. Such a set is called a biorthogonal set of signals. The way to obtain the probability of

error is the same that with the orthogonal signals.

2.2 Digital Transmission via Carrier Modulation (Reference [5]and [6])

In the preceding section, we have considered the transmission of digital information through baseband channels.
In such a case, the information-bearing signal is transmitted directly through the channel without the use of a
sinusoidal carrier. But most communication channels are bandpass channels, so we have to shift the frequency
of the information-bearing to the frequency band of the channel. In this section we study two types of carrier-
modulated signals that are suitable for bandpass channels: amplitude-modulated signals and phase-shift keying. In

this section we consider that gr(t) is rectangular that is gr(t) = 4/, for 0< ¢ <T.

2.2.1 Carrier-Amplitude Modulation

This is the first well known way to modulate a signal: using a carrier-amplitude modulation.

Modulation step

We use the same signal waveform as in the 1.1.2, so:

sm(t) = Amgr(t) (2.27)

with the same characteristics for A,, and gr(t). The spectrum of the baseband signals is assumed to be contained
in the frequency band |f| < W, where W is the bandwidth of |G7(f)|?. To transmit the digital signal waveform
through a bandpass channel, the baseband signal waveforms s, (t) are multiplied by a sinusoidal carrier of the form
cos2rf.t, where f. is the carrier frequency and corresponds to the center frequency in the passband of the channel.

So, we obtain a transmitted signal waveform as:
U (t) = Apmgr (t)cos2rm f.t (2.28)

When gr(t) is rectangular, we call this Amplitude-Shift Keying (ASK). We know that the fourier transform of the
carrier is [0(f — fc) + 6(f + f)]/2 so the multiplication of the two signals in the time domain corresponds to the

convolution of their spectra in the frequency domain. The spectrum of the amplitude-modulated signal is:

Un(f) = Z2100(f = 1)+ Cr(f + 1) (2.29)

The spectrum of the baseband signal s,,(t) is so shifted in frequency by the carrier frequency f.. The bandpass
signal is a Double-Sideband Suppressed-Carrier (DSBSC). Figure 2.8 shows the effect of this modulator.

12
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Figure 2.8: Spectra of (a) baseband and (b) amplitude-modulated signals

Demodulation step

For this part, we consider that:
U (t) = sm¥(t), (2.30)
with
U(t) = gr(t)cos2m fet (2.31)

and s,,=A,,.
The demodulation can be done using a way as correlation or matched filtering. As an example, we consider a

correlation-type demodulator.The received signal can be expressed as:
r(t) = um(t) + n(t) = s (t) + n(t) = Amgr(t)cos2m f.t + n(t) (2.32)
where n(t) is a bandpass noise process:
n(t) = ne(t)cos2n fot — ns(t)sin2m ft, (2.33)

where n. and ng are the quadrature components of the noise. So ,we cross-correlate the received signal r(t) with
Y(t) and we get:
/oo POVt = A + 10 = 50 + 71 (2.34)
—infty
where n is the noise component at the output of the correlator whose variance, thanks to its zero mean property,

can be expressed as:
o0

o2 = / W) 2Sa( ), (2.35)

—00

13



where U(f) is the fourier transform of ¢ (¢) and is:

W(f) = 50~ 1)+ Gr(F + FL (2.30)

and S, (f) is the power-spectral density of the additive noise whose process is: S, (f) = % for |f — fo| < W and 0
otherwise. Using 2.35 and 2.36, we obtain that 02 = Ny/2. Then the probability of error is the same as the one of
a baseband PAM, given by 2.17. Figure 2.9 gives the spectra of base-band signal and amplitude-modulated signal,

obtained with Matlab simulation.
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Figure 2.9: Spectra of baseband signal and amplitude-modulated (bandpass) signal

2.2.2 Carrier-Phase Modulation

This is the second well known way for the modulation of a signal in order to transport the information through a

form which suits the best to the channel.

Modulation step

In carrier-phase modulation, the information that is transmitted over a communication channel is impressed on the
phase of the carrier. Since the range of the carrier phase is 0< 0 < 2, the carrier phases used to transmit digital
information via digital-phase modulation are 6,,, = 2wrm/M, for m=0,1,...,M-1. The general representation of a set
of M carrier-phase-modulated signal waveforms is:

2mm

U (t) = Agr(t)cos(2m fot + W)’

(2.37)

where gr(t) is the transmitting filter pulse shape and A the signal amplitude. This type of modulation is called
Phase-Shift Keying (PSK). PSK signals have equal energy that is:

B, = / u? (t)dt

e 2
= / A%g2(t)cos® (2 fot + %)dt
= % / A%g2.(t)dt + % / A%g2.(t) cos(dm fot + 47Twm)dt

14



—  EHs, (2.38)

where E; is the energy transmitted per symbol. Then the transmitted signal waveforms in the symbol interval

0< ¢t <T may be expressed as, considering that A=+/Fg:

Um (t) =4/ %cas(?wfct + %) (2.39)

The result is that the transmitted signals have a constant envelope and the carrier phase changes abruptly at the

beginning of each signal interval.Using a trigonometric function, we can split 2.39 in:

2 2
U (t) = Esgr(t) cos( 71Wn)cosQWfCt — v/ Esgr(t)sin( 71-m)sin%rf};t
M M
= smc\:[ll(t) + Sms¥a (t)v (240)
where:

2mm

Sme = @cos( % )
2

Sms = ES Sin( 7r]\;n)

Wi (1) = gr(t)cosrfot
Us(t) = —gr(t)sin2n f.t

Figure 2.10 illustrates the eight waveforms for the case in which f.=6/T by a Matlab simulation.
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Figure 2.10: M=8 constant amplitude PSK waveforms
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Demodulation and detection step

We use the same noise as in the precedent subsubsection. Then, the received bandpass signal is:

r(t) = um(t) +n(t)

= Up(t) + ne(t)cos2m fot — ng(t)sin2m fet (2.41)

The received signal may be correlated with W (t) and ¥s(t) which is expressed as:

r = Snp+tn
= (v Egcossrac2rmM + n¢; v/ Essingrac2nmM + ns, (2.42)
with:
1 o0
m=§/ gr(Bne(t)dt
1 o0
ma=1 / gr(Ens(t)dt

The optimum detector projects the received signal r onto each of the M possible transmitted signal vectorss,, and

selects the vector corresponding to the largest projection.

2.3 Digital Transmission through Bandlimited Channels

In this chapter, we treat several aspects of digital transmission trough band-limited channels. We begin by describing
the spectral characteristics of PAM signals. Then, we consider the characterization of band-limited channels and
the problem of designing signal waveforms for such channels. Finally, we treat the problem of distortion caused by
band-limited channels, showing that channel distortion results in intersymbol interference, which causes errors in

signal demodulation.

2.3.1 The Power Spectrum of a Digital PAM Signal

A digital PAM signal at the input of a communication channel can be represented as
(oo}
u(t) = Z an, * g(t — nt) (2.43)

where a,, is a sequence of amplitudes, g(t) is a pulse waveform, T is the symbol interval. Since the information
sequence is a random sequence the sequence a,, is also random.Consequently the PAM signal v(t) is a sample function
of a random process V(t), and to determine its special characteristics, we must evaluate its power spectrum. The

power spectrum is the Fourier transform of the average autocorrelation function for the PAM signal. Thus:

R,(t+7;t) = E[V({)V(t+ 7)] (2.44)

16



Random processes that have periodic mean value and a periodic autocorrelation function are called periodically
stationary or cyclostationary, and variable t can be eliminated by averaging R, over a single period. Hence,R,(7)

can be expressed as

R, (1) = % /; R, (t+ T;t)dt (2.45)
Ro(r) = % S Ru(m)R,(r — mT) (2.46)

oo

where Ry(m) = Elananim] is the autocorrelation of the sequence a,, and Ry(7) = [~ g(t)g(t + 7)dt Hence,the

power spectrum of V(t) is

- —j2nfT 1
W)= [ Rme Pt = Lo (DGO (2.47)
where 7, is the power spectrum of a,,.Thus =, is defined as:
Ya(f) =Y Ra(m)e>mmT (2.48)

Notice that when the sequence a,is uncorrelated, the power spectrum of V(t) is dependant only on the spectral

characteristics of the pulse g(t).

2.3.2 Characterization of the Band Limited Channels and Channels Distortion

Most of communication systems may be characterized as bandlimited linear filters.That is why we describe such
channels by their frequency response:

C(f) = A(f)e’*V) (2.49)

where A(f) is called the amplitude response and 6(f) is called the phase response.Instead of phase response it can
be used the envelope delay or group delay defined as:

1 do()

T(f)=—5- if (2.50)

A channel is said nondistorting or ideal if, within the bandwith W occupied by the transmitted signal, A(f) is
constant and 6 is a linear function. If A(f) is not constant, the distortion is called amplitude distortion. If 8(f) is
not constant, it is called delay distortion.As a result, a succession of pulses are smeared to the point that we cannot
distinguish them at the receiving terminal. This overlapping is called intersymbol interference (ISI) . Figure 2.11
illustrates a bandlimited pulse having zeros periodically spaced in time at points = T ,+ 2T,... and the received
pulse after a transmission through a channel modeled as having a linear envelope delay 7(f).

We notice the zero crossings are no longer periodically spaced. As we will see in the following chapter it is
possible to compensate for the nonideal frequency response characteristic of the channel by using a filter or an
equalizer at the demodulator.

Radio channels, such as short-wave ionospheric propagation(HF),mobile cellular radio are examples of time-

dispersive wireless channels. In these channels, the number of paths and the relative time delays among the paths
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Figure 2.11: Effect of channel distorsion: (a) channel input; (b) channel output.

vary with time.We call these radio channels time-variant multipath channels. These time-variant conditions rise
many variety of frequency response characteristics.As a result, these radio channels are characterized statistically
in terms of the scattering function, which is a bidimensional representation of the average received signal power as
a function of relative time delay and doppler frequency spread.
Notice that a transmission rate of 107 sympbols/second it will result a interference that smears about 7 symbols.
A bandlimited channel can be modelled as a linear filter whose frequency response characteristics match the

frequency response characteristics of the channel.
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Chapter 3

Simulation of Linear Equalizers on

Matlab

As we know the theory about communication systems and signals, we know the problems (ISI, channel distortion,
etc...) (Reference [7] and [8]) which can be encountered in the transmission of a signal. The aim now is to solve
these problems by using equalizers which purpose vulgarly is to get the inverse of the channel in order to obtain the
input signal. But it’s easy to imagine that it’s not so simple. A transmission channel can be very complicated and
it can be very difficult to build a good equalizers. So we are first going to study the theory of building an equalizer,
but just for linear equalizers in this chapter. Then we will use again the Matlab software to simulate signals and
channels in order to build the good equalizers. We will detail all the parameters of an equalizer which can have an
importance in the treatment of a signal. The signals and the channels we are going to use will be more and more

complicated but will stay simple because of the complexity of the phenomenon.

3.1 Theory About Linear Equalizers (Reference [9])

The most common type of channel equalizer used in practice to reduce ISI is a linear FIR filter with adjustable
coefficients ¢; as shown in Figure 3.1.

On channels whose frequency response characteristics are time-invariant, the parameters of the equalizer are fixed
during the data transmission.it is called preset equalizers.When parameters can be changed, it is called adaptive
equalizer.

First, let us consider the design characteristic for a linear equalizer from a frequency domain viewpoint. Figure
3.2 shows a block diagram of a system that employs a channel equalizer.

The demodulator consists of a receiver filter with frequency response Gr(f) in cascade with a channel equalizing
filter that has a frequency response Gg(f). The receiver filter that has a frequency response Gr(f) is matched to
the transmitter response,and the product Gr(f)Gr(f) is designed so that there is either zero ISI at the sampling

19



Unequalized
ouput =, T ) T T

=50 =0 50

-2 1 <0 Equalized
output
—
flgarthim for tap
gain adjustmert

Figure 3.1: Linear transversal filter

Input Traazuitier Channel hecsiver Equalizer
dalia —  filter ) L filter 'IIE Eif) ——=» TO detector
6_Tjf) o_Rif) -
Moise
nft]

Figure 3.2: Block diagram of a system with an equalizer

instants or controlled ISI for partial response signal. For the system described in the figure 2.14 the desire condition

for zero ISI is
Gr()C(f)Gr(f)GE(f) = Xre(f) (3.1)

where Xro(f) is the desired raised-cosine spectral characteristic.
We design Gr(t) as Gr(f)Gr(f) = Xre(f). As a result, the frequency response of the equalizer that compen-

sates the channel distortion is

L b e
“=) =& = 160 (32)

In this case the amplitude equalizer is said to be the inverse channel filter to the channel response. This filter

completely eliminates the ISI by forcing them to be zero at the sampling instant t=kT for k=0,1,... . Thus it is

called zero-forcing equalizer.Thanks to it, the input to the detector is
zrk =aip +mk,k=0,1,... (3.3)

In practice, the ISI caused by channel distortion is usually limited to a finite number of symbols on each side of

the desired symbol.That is why we can implement the channel equalizer as a finite -duration impulse response
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(FIR) filter, with adjustable coefficients ¢,, as illustrated before in Figure 3.1. The time delay 7 between adjacent
coefficients may be selected as large as T, and in this case the filter is called symbol-spaced equalizer. The input to

the equalizer is

oo
Yk = ag + Z ApT—rp + Vg (3.4)
n=0,n#k

where z, is the signal pulse response of the receiving filter x(t) sampled at times t = kT, k =0, 1, ...

where ay, represents the desired information symbol at the kth sampling instant

where vy, is the additive noise at the kth sampling instant.

However, when the symbol rate 1/T j 2W frequencies above 1/T cannot be distinguished from frequencies below
1/T. In this case the equalizer compensates for the aliased channel-distorted signal.

On the other hand, when the time delay 7 is selected such that 1/7 >> 1/T, no aliasing occurs, thus an inverse
channel equalizer compensates for the true channel distortion. The channel equalizer is called fractionally spaced
equalizer. Usually, 7 is selected at 7 = T'/2, to have 2/T as a sampling rate.

The impulse response of a FIR equalizer is

K
gr(t) = Z end(t —nT) (3.5)
n=—K
and the corresponding frequency response is
K .
Gg(t) = Z cpe I2mInT (3.6)
n=—K

where ¢, are the 2K + 1 equalizer coefficients and K is chosen so that the equalizer recover the length of the ISI: it
involves 2K + 1 > L, where L is the number of signal samples containing ISI. The equalized output signal pulse is

K

qe(t) = Z enx(t —nT) (3.7)

n=—K

Hence,we can find the conditions on the 2K + 1 values with

K 1 : m=0
qe(mT) = Z cnx(mT —nr) = (3.8)
W 0 : m=+1,42,...,+K

which can be expressed in matrix form as X¢ = ¢, where X is a (2K +1) (2K +1) matrix with elements x(mT —nr),
c is the (2K + 1) coefficient vector and q is the (2K + 1) column vector with one nonzero elements. We should
underline that the FIR zero-forcing equalizer does not completely eliminate the ISI because it has a finite length.
One drawback to the zero-forcing equalizer its that it may enhance greatly the noise. Indeed, for a frequency
range where C(f) is small, the channel equalizer Gg(f) = 1/C(f) compensates by placing a large gain in that
frequency range. An alternative is to relax the zero ISI condition and select the channel equalizer characteristic
such that both of the combined power in the residual ISI and the additive noise at the output of the equalizer is
minimized. A channel equalizer that is based on the minimum mean-square error (MMSE) criterium can accomplish

the desired goal (Reference [10]).
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To elaborate such a filter let us consider the sampled FIR equalizer output:

K

z(mT) = Z eny(mT — nt) (3.9)

The desired response at the output of the equalizer is the transmitted symbol a,,. The error is defined as z(mT)—a,,
then the mean-square error is

2

K
MSE = E|2(mT) — ap|*> = E Z eny(mT —nT) — am (3.10)
n=—K
K K K

MSE= )" CnckRy(n — k) =2 Y cxRay(k) + E(lam|?) (3.11)

n=—FK k=—K k=—K

where the correlations are defined as

R,(n — k) = Ely*(mT — nt)y(mT — k7)) (3.12)
R.y(k) = Ely(mT — k1)ay,] (3.13)

Of course, the minimum MSE solution is obtained by differentiating the expression behind. We get:

K
> enRy(n — k) = Ray(k), E=0+1,42, ., +K (3.14)
n=—K

We get 2K+1 equations for the equalizer coefficients. In practice, the autocorrelation matrix R, (n) and the cross-
correlation vector R,y(n) are unknown, but they can be estimated by transmitting a test signal over the channel

and using the time-average estimates

K
Ry(n) = % "yt (KT — nr)y(kT) (3.15)
k=1
R 1 E
Ray(n) = 4 > " y(kT — nr)aj, (3.16)
k=1

instead of the ensemble averages to solve these equations.

3.2 Simulating Linear Equalizers with Matlab

We are going to study in this section two equalizers which are the zero-forcing equalizer and the MSE equalizer and

their properties, advantages and defaults.

3.2.1 Zero-Forcing Equalizers

We have elaborated the Matlab program which permits us to simulate the impulse response of a channel. So the

input signal is like a dirac. Then, the Matlab program does what we have described in the precedent section, in
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Figure 3.3: Block diagram of a zero-forcing equalizer

theory. It is the same approach but transformed for an optimum Matlab use. The script of the program is given
on Annexe A with the meaning of each step and Figure 3.3 gives the block diagram of the zero-forcing equalizer.

The output of the channel is the following function:
z(t) =1/(1+ (2t/T)?) (3.17)

The result of the equalizing is represented on Figure 3.4 which permits the comparison between the input and the
output of the equalizer.

We can already see some important characteristics. First, we can see in the program that we take a 5-dimension
vector for c,p,¢ and for the matrix ,representing the channel, that we take the inverse. It represents in fact the length
of the equalizing window. On Figure 3.4, we constat that the signal is equalized on five points: the central point
and the two adjacent points close to this one. On the other points, the signal is the original one. So the result is
very good because it is obvious that the dirac is detected. We are going to study the influence of some parameters

to see how the output of the equalizer evolves.
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Figure 3.4: Comparison between the input and the output of the zero-forcing equalizer

Influence of the channel

We take an other output for the channel which is:
Tpis(t) = sinc(t) (3.18)

We obtain Figure 3.5 which shows the equalized signal. We can see that the result is totally acceptable and as
good as with the other signal. So the zero-forcing equalizer can be adapted to other signals. The limit is that in the
program given on Annexe A, the matrix D has to be reversible. But sometimes, the matrix is reversible but is close
to singular or badly scaled. In this case, the result is not inaccurate. This happens for example with a function

using an exponential, like a gaussian function, gaussian noise for example.
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Figure 3.5: Change of the channel for the zero-forcing equalizer

Influence of the length of the equalizing window

In this subsubsection, we take a signal which is going to be more appropriated to see the influence of the window’s
length. The channel used is:
Ty (t) = 1/(1 4 (0.4t/T)?) (3.19)

Indeed we have seen that the signals we study are not considered as finite ones. So, the equalizing window is going
to be finite. But how can we choose judiciously this length. One of the reason why we can’t use infinite signals and
windows is due to the complexity it generates because the larger the window is, the higher the number of equations
to solve to get a good equalizer is going to be. This equations are given in the theoretical subsubsection. So, when
the length of the window is increasing, the difficulty for solving these equations will increase too. Anybody who
has done some mathematics know that. So, for the choose of the length of the window, compromises have to be
done in order to obtain a good result but without complicate too much the computation. We have again the use
of the ”"cond” function in Matlab. This function evaluates the possible reversibility of a matrix, the matrix D here.
This function returns a numeral. The higher this numeral is, the more difficult it will be to inverse the matrix.
This numeral gives the ratio of the largest singular value to the smallest. Then when this numeral is increasing, the
equalizing becomes difficult. We have noted that it increases with the increasing of the window’s length. This is for
us the right limit for the length of the window. We can see on Figure 3.6 two equalizing results but with different
lengths for the window.

On each diagram are superposed the input and the output signals of the equalizer in order to see better the

effect of the equalizer. It is obvious that when we do not take an enough large window, we don’t get an equalized
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Figure 3.6: Change of the equalizing window for the zero-forcing equalizer

signal which can be considered enough satisfactory. We can see that on the first diagram of Figure 3.6, the first
pulses outside of the window are too much important compared to the principal pulse. So we can see here the
necessity of increasing the length of the window. When it is possible to do this, we get something like on the second
diagram where we obtain quite perfectly the principal pulse, which is the image of the dirac at the input of the
system. Finally, the choice of the length is a compromise problem between an acceptable result and a computation

not too complex in order to avoid that it would get too much time.

Influence of an additive noise

Now we are going to study the influence of an additive noise on the result given by the equalizer. The channel is
x(t), and we take the same Matlab script as on Annexe A. We just add the noise. The intensity of the noise is
controlled with the power spectrum of the noise No/2, so Ng. Higher Ny is, higher the noise is. So, we are going
to increase the noise and to look what are the effects on the output of the equalizer. The thing that have to be
known is that the noise is generated with random. So this figure shows one example but an other one with the
same Matlab program would show an other noise. But the most importance is the variation of its intensity. So,
we can see on Figure 3.7 the evolution of the equalizer’s input signal with the evolution of noise intensity. We first
take a low noise and we increase it, by increasing Nj.

Noise has really a bad influence on the channel and we can already imagine the problems caused by the noise

in order to get back the system’s input signal. When the noise is very low, the aspect of the signal at the output

26



MO=0.01 MO=0.1

1 e 15
1
o [nk}
=] =
= =
= 05 = b5 T :
= = T
o o 04l ‘.IWU (qu) I:F m@'g(ﬁ (I}U':I:'O o
DL\PM(T?W?T T(F{P(I}m:mrhr;. 05 i
-5 o 5 -5 ] 5
time time
rO=1 MO=10
2 20
Th T 1 10 T
[=k} [ak)
=3 _
2 g TT T?@Wm ol o R i mem? Jdo
= & & e g = & & | | Fdd
[n:] (2
- I -10 |
-2 -20
A O 5 -5 o 5
time time

Figure 3.7: Evolution of the equalizer input signal by increasing the noise

of the channel is regular and foreseeable. The noise is going to trouble this. Does the equalizer can correct this?
Figure 3.8 gives the result after the equalizing sequence.

We can see on the first diagram, when Ng=0.01, which is a very low noise, that we get an equalized result similar
to the no-noise result. So, if the equalizing runs well, we almost must get only our dirac. On the second diagram,
we choose Ny=0.1 and the result is still acceptable, even if there is already some small imperfections. The result
begins to be really unacceptable and unusable for a value of Ny of 1. Here it’s impossible to determine which signal
has been sent. We can simply wonder why we don’t just increase the length of the window. But when we do this
we encounter the same problem as we dealt with before, that is that we can’t equalize because of the channel’s
matrix representation. We have to get a compromise between the length of the window and the interference pulses
created by the noise. But, when the noise is too important, we can’t do anything. The fourth diagram, with Ng=10,
illustrates the fact that when you increase the intensity of the noise, it is really impossible to get a good result with
the zero-forcing equalizer. This joins the theory saying that in zero-forcing equalizer, we increase the gain where we
have the pulse we want to obtain. But we increase also the noise in this window. Then, we have to find an other

solution, which is the MSE equalizer.
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Figure 3.8: Evolution of the equalizer output signal by increasing the noise

3.2.2 MSE Equalizers

Here, we also use the same way as in the theory but there are some mathematic computations to get a form which
can be used in the Matlab programs. The big problem is to get a form for R, which is exploitable. This needs a
difficult computation that we are going to explain to get the matrix R,, with the R, (n-k) given by the theory.
We are going to use the form given by the theory to obtain this form we will use in our Matlab programs which
is:
R,(n—k) = Ely * (mT — n1)y(mT — k7)] (3.20)
We consider that y(k)=x(k)+v(k) where x is the channel response and v the additive noise. Then, the computation

can be developed like that:

R,(n—k) = E[z*(mT —nr)x(mT — kr)] + E[v* (mT — nr)o(mT — k)]
= Ry(n—k)+ Ry(n—k) (3.21)
(3.22)
with:
Ru(n — k) = E[z % (mT — nr)a(mT — kr)] (3.23)
and,
Ry(n — k) = E[v + (mT — nr)o(mT — k)] (3.24)
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So, we develop the expression of R,
m=K
R.(n—k) = Z x(mT — n7)x(mT — kT) (3.25)
m=—K

Ry(n-k) is just one element of the matrix Ry, so Ry (n-k) is also one element of the matrix R,. Then, when you

generalize 3.25 to all the matrix R,, we obtain that:
R,=X'sxX (3.26)

where X is the matrix composed by the elements x(mT-n7) which is the matrixal representation of the impulse

response of the channel. Now, we are going to develop the expression of R, (n-k):
R,(n—k) = FEv*(mT —nr)v(mT — k)]
= &, ((n—k)r) (3.27)
(3.28)

where @ is the autocorrelation function. So it gives that R, (n-k)=Ng/2 if n=k and 0 else. Thus, we obtain R,

which is a matrix composed by R, (n-k) elements:

N,
R, =2 (3.29)
2
Finally, the general form for R, is:
N,
R,=X's X + 701 (3.30)

Then, we obtain the block diagram of the MSE-equalizer given on Figure 3.9

n(t)
Input % Transform 5[] in 1 Equalizer with Equalized
data kg coefficients {cn} output

st matriv 5

c_opt adapted to the channel
and injected in the equalizer

nit]
In;np:llste_ Chanil % Transform_x “}2 ina Transpose Inverse
~ matriz A Wt By=HARK inu(fy]
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dizgonal

Fay=Diag[*]

Adjustment of the M5E-equalizer

Figure 3.9: Block diagram of a MSE-equalizer

29



equalizer input
1 T T T T TS T T T T

amplitue

s
=

0.5 =
-2 a

}QQ(PE?(F?_ZTTTIT | TTTTTZ?‘F?E@@@;

o
10 -
equalizer output

1 T T T T T T T T

2
m
T

|

amplitude
2
3
2
Loy
)
L 5
L
-
-
L&
Loy
2
3

o
in
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This is a form we can now use in our Matlab programs because it is easy for us to get the matrix X when we
knox what is the impulse response x(t) of the channel, by taking x(mT-n7). We can now use it in the Matlab
scripts, and the one used to perform MSE equalizers is given on Annexe B.So, we are going to use this script, and
to transform it ti study the properties of the MSE equalizer. For each property, we will use the script ( Annexe B)
and we will notice the changes we do. Figure 3.10 shows the result of the equalization of the signal x(t).

This will be our basic result and we will compare after other signals to this one to discuss about the acceptability
of these results. We can see at the moment that the equalizer is very good. For this basic simulation, we get a

result which is as satisfying as the one obtained with a zero-forcing equalizer. We really get our dirac back.

Influence of the channel

We are going to use the result given by the same signal used for the zero-forcing equalizer, xp;s.
Figure 3.11 gives the equalized result. As we saw with the zero-forcing equalizer, there’s no matter of changing
the aspect of the channel. The equalizer runs for other channels without changing anything, just the function of

the impulse response of the channel. We get our dirac as we wanted and as it was previewed.
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Influence of the length of the equalizing window

Here, we do exactly the same thing that with the zero-forcing equalizer. We try to increase the window in order to
get a better and better result. The problems we encounter are exactly the same. Indeed, the more we increase the

window, the more the computations are complicated but the more the result is good.
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Figure 3.12: Change of the equalizing window for the MSE-equalizer

We can see on the Figure 3.12 the results for two different windows. We have superposed the equalizer input to
the equalizer output to show really what is the effect of the equalizer in the window concerned. We have taken two

cases where the equalizing works good. So we can see that the MSE equalizer works but does not improve anything
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for the problem of the window.

Influence of the noise

Here, we are going to show the real advantages of the MSE equalizer. In fact, we said and showed at the end of
the precedent subsubsection that the zero-forcing equalizer was not satisfying for an input signal containing noise.
We said also that we had to find a solution and that this solution was the MSE. We are now going to prove it. The

intensity of the noise is again controlled with its power spectrum which is Nj.
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Figure 3.13: Evolution of the equalizer output by increasing the noise for the MSE-equalizer

Figure 3.13 compares the results given in the output of the equalizer with different power noises. In fact we take
the same powers as with the zero-forcing equalizer in order to get comparable results. So, for the first diagram,
with Nyp=0.01, the results are quite the same. Indeed, in the both cases, the noise is too weak to constrict really the
transmission of the signal. But with the following diagram, and Ny=0.1, we see that the MSE equalizer is obviously
better than the zero-forcing one. This is confirmed with the two last diagrams, and Nyo=1, Nyg=10. The results are
really better than with the zero-forcing equalizer. But we don’t have perfect results as we had with Ny=0.1 for
example. We can’t get a perfect dirac at the output when the noise’s power increases too much, it’s normal.

Finally we can say that the MSE equalizer is really a good one. It is obviously not a perfect equalizer. But

when we consider other channels than perfect ones which begins to be the case as soon as we add noise, the results
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can’t be perfect. This is true with everything which concerns telecommunications. The more we try to perform
something closer to the reality, the more we go far from what we would want in theory. The problem is to make
compromises. Here, we are just looking at few factors and we already have to make some compromises.

We have seen that the tap coefficients of a linear equalizer can be determined by solving a set of linear equations,
in both cases zero-forcing equalizer and MSE equalizer. The general form of the set of equations we have to solve
is:

Be =d, (3.31)
where B is the matrix representing the channel, ¢ the vector of equalizer coefficients is a vector with one non-zero

element. In order to get the best equalizer, we have tried to obtain:
copt = B71d (3.32)

But, in the reality, this is not what happens. Indeed, we avoid to compute the inverse matrix of B, B~!.We saw in
this section that this compute was really a problem and that it has a big influence on equalizer’s performances. We

are now going to study the adaptive equalizer which will permit us to be closer to the reality.
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Chapter 4

Simulation of Adaptive Linear

Equalizers on Matlab

4.1 Theory on Adaptive Linear Equalizers (Reference [11], [12] and

[13])

We have seen in the precedent subsection that the set of linear equations to solve in order to determine the optimum

equalizer may be expressed with matrix:

Bec=d, (4.1)

where B is a (2K+1)x(2K+1), c is a column vector representing the 2K+1 equalizer coefficients, and d is a (2K+1)-

dimensional column vector. So,the matrix solution is:
copt = B71d (4.2)

In practical implementations of equalizers, we use adaptive equalizers, which are really required for example when
we have channels whose characteristics change with time. It permits to avoid the explicit computation of the inverse
of the matrix B.The procedure is iterative with a steepest descent method. We start with an arbitrary coefficient
vector ¢g for ¢ that we are going to optimize. If we take the precedent example of MSE criterion, ¢y corresponds to
a point on the quadratic MSE surface in the (2K+1)-dimensional space of coefficients. The derivative of the MSE,
the gradient vector gy is computed at this point and each tap coefficient is changed in the direction opposite to its

corresponding gradient component. Then the gradient vector gy, is:
gr = Bep, — d, (4.3)

where:

Ck+1 = C — Agk (4.4)
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A is chosen to be a small positive number and g —0 when k — oo and naturally ¢, — cope. We can understand
that cope will be never reached but approached more and more if you raise the number of iterations. When we use
an adaptative channel equalization for a time varying channel, c,pt varies with time because the coefficients of B
vary also. So the iterative method described previously uses estimates of the gradient components which gives the

same equation as 4.4 but with estimated variables:

Cry1 = Ck — Ak (4.5)
In the case of MSE criterion, we can define gy, as:

gk = —E(exyr*) (4.6)

which gives with approximations:
Gk = —eryr*, (4.7)

where ey, is the difference between the desired output (aj) at the kth instant and the actual output z(kT)(z), and

vi denotes the column vector of 2K+1 received signal values contained in the equalizer at time instant k.We have:
er = ar — 2k (4.8)

Finally the adaptative algorithm for optimizing the tap coefficients for MSE criterion is:
Cr+1 = Cr + Aepyp* (4.9)

We can see on Figure 4.1 the schema of the linear adaptive equalizer based on the MSE criterion.
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Figure 4.1: Linear adaptive equalizer based on the MSE criterion
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We just have to choose A now. We can admit that a good value of A in order to ensure convergence and good

tracking capabilities in slowly varying channels is:

1
A= 5(2K + 1)Pg’ (4.10)

where P denotes the received signal-pulse-noise power, which can be estimated from the received signal.

4.2 Simulating Adaptive Linear Equalizers with Matlab

The basic script of the adaptive equalizer we are going to use in this section is given on Annexe C.

4.2.1 Adjustment of some Parameters and Properties of Adaptive Equalizer

The first thing we have to say is that the adaptive equalizer we have built is a derivative of the MSE equalizer
we introduced in the precedent section. It is also possible to build one derived from the precedent zero-forcing
equalizer. So here, being derived from a MSE equalizer, we are going to have the same properties as this one. These
properties are principally about the influence of the channel and of the noise. For the channel, it is normal because
we have said in the theoretical part that this equalizer is used when the channel evolutes during the time. So, it is
obvious that you can change your channel as many times as you want, it will adapt at each time.

We are now going to detail a bit the way of thinking of such an equalizer. Imagine we have a channel whose
characteristics have just changed. So, we have a new channel and the equalizer at the output of the channel don’t
have the good coefficients to treat the signal. Then, we are going to send a lot of information (composed of diracs
in general) and the equalizer is going to follow an iterative process to determine its c,p; which are the coefficients of
the equalizer, adapted for the treatment of the new channel. We have to know that we don’t really get the c,,: but
that we approach them. Finally, when we have theses coefficients, we can send the signal we want to send which is
going to be well treated by the equalizer, if the channel has not changed again. If it happens, the iterative process
has to be done again. So, in the concrete case of a communication, it is easy to understand that the research of the
good coefficients for the equalizer must not be too long because the channel can vary more or less rapidly.

It is there that we can see the importance of some factors given in the script of Annexe C, which are N, the
length of the information sequence we send to regulate the equalizer, so the number of iterations; A, which is
the step of our iterative process and Num-of-realizations. All these factors have to be chosen on two criterions:
the whole sequence must not be too long for the channel not to change during the sequence, but not too short
in order to get a satisfying approximation for the optimum coefficients of the equalizer. If we don’t have a too
precise approximation, we won’t be able to treat our signal after. So, we are going to see how to choose these three

parameters in one case of channel, the one given as x(t) in the precedent chapter.
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Choice of the parameter A

With our Matlab program, the way to know if the parameters are well chosen is to look at the diagram of the Mean
square error. Indeed, it gives the value of the error for the values of the number of iterations. We are going to see

the influence of A on this curve.

10" ¢ . . . . . . . .

10°

10

1o delta=0.05

Mean Square Error

1EI'3 i delta=

1 D' 1 1 1 1 1 1 1 1
a 20 40 &0 a0 100 120 140 160 180

nurmber of iterations

Figure 4.2: Influence of the parameter A on the performance of the adaptive equalizer

Figure 4.2 shows the superposition of three curves for two values of A, N and Num-of-realizations are stated
with respective values 180 and 1000. We can see that when we increase A, the Mean square error decreases, which
is good because we have a more precise result. But, the time to get a result with the Mean square error minimum
is longer. So, we have again a compromise to do between precision and computation time. We have seen in the
theoretical section that we can empirically set A with the value given by the equation 4.10. This is the value we

are going to keep for the other simulations, as a good compromise.

Choice of the parameter N, number of iterations

We are going to work with the same diagram (fig. 4.2) as before but with only one curve, which is the one obtained
by taking the value of A we have posed.

We can see that the curve has a Mean square error limit when we increase the number of iterations. The aim is
to get a value of N which permits to have this limit as the value of the Mean square error, but taking the smaller
one, in order again to reduce the time of computation. So, we are going to choose N graphically. Thus, we can say
that N=120 seems to be a good value. In fact, we have to take a bigger value to have results we can see easier.

Then, we pose N=180 in this case.
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Figure 4.3: Influence of the parameter N on the performance of the adaptive equalizer

Choice of the number of realizations (Num-of-realizations)

The number of realizations is a parameter which is added in order to affine the precision of our equalizer. Indeed,

the following figure (Figure 4.4) illustrates very well the difference we can have if we just do our iterations once.
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Figure 4.4: Influence of the number of realizations on the performance of the adaptive equalizer

The curve of the Mean square error is not enough smooth. So, we can sometimes have a value of the Mean
square error which is not acceptable. The figure 3.4 shows this very well, the first diagram is obtained with five
hundred realizations and the second with a thousand. On the contrary of the first, we can see on the second one

that there are no important pick. So, the approximation of the coefficients of the equalizer will be better. But,

38



even if the result is good with a value of 1000, we can’t forget that equalizing is a compromise matter. So, we have
to test with other values if, for example, we can reduce this value in order to get computation times smaller. After
a lot of tests, we can say that some hundreds for this number is good. So, 1000 is still a good compromise. Its the
value we have chosen for the following experiments with this channel and this equalizer.

Finally, to resume, we remember the values chosen for this channel:

1
A= 5(2K + 1)Pg’ (4.11)

as given in the equation 3.10; N=180 and Num-of-realizations=1000.

4.2.2 Application of Adaptive Equalizer with a Time-Varying Channel

Indeed, a very useful characteristic of the adaptive equalizer is that it is really good for working with a channel which
not a constant one. This equalizer adapts itself to the new channel. The principle is that it computes every time its
own coefficient to adapt them to the channel. The first limit is that the successive channel can’t be totally different
for two reasons which are again about a compromise. First, the equalizer, when the channel changes, computes the
new coefficients using the old one to begin the computation. So, if the new channel is totally different, the new
coefficients will be also totally different from the precedents. So, it is not sure, even if the equalizer is powerful,
that it can computes the new coefficients. This is linked with the second limit. Since the beginning or our study
on equalizers, we have seen that it is important to consider a compromise with the last of the computation. So, if
the two channels are very different, the time of computation will be very long and the channel can change an other
time during the computation. Finally, we have to constat the simple fact that, in the reality, the variations of the
channels are not total. A variation of the channel is for example due to a small variation of temperature, which
is not going to modify completely the channel. So, it’s no use developing equalizers we can use for big variations.
Then, when we study time varying channel, we are going to give some limits for the variation of the channel. So,
we quite know how the channel is going to be. Then, we can adjust the parameters A, N, Number of realizations
for the more complex channel which means that we are going to use in our Matlab program the values for these
parameters which are the bigger. After a lof of essays, we have determine that, for the example we are going to

treat, these parameters have to be chosen as:

N = 200 (4.12)
Numberofrealizations = 1000 (4.13)
A =0.009 (4.14)

The way of equalizing with a time-varying channel is done step by step.

Normal equalization

In this part, we have data which is sent in a channel and which is equalized with the equalizer regulated for the

channel of the beginning of the experiment.
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Figure 4.5: Diagrams of the input, the output of the channel an,d the output of the equalizer

Figure 4.5 gives the three diagrams of the input, the output of the channel and the result after equalizing.
We can see first that the variation of the channel we have chosen is small, as we said before. But, we can see
on the equalized diagram that the equalization seems to be good at the beginning but that it becomes bad. This
correspond to the moment when the channel varies. So, we can see there that the equalizer is not adapted to the

channel. The following steps are going to explain how does the equalizer do for adjusting its coefficients.

Thresholding and normalizing step
The aim is to detect when there is an error. So, we take the equalized signal and we introduce a threshold:
everything which is inferior to a certain value is equal to zero and everything which is over is equal to one. So the

diracs are normalized to one.

Figure 4.6 shows a diagram after this step. Thus we can see that we obtain a signal similar to the input, a series
of diracs. But the problem is that if a dirac has been too much altered by the channel, its amplitude is going to

be under the threshold and then after this step, we won’t have it anymore. In fact, it’s what interests us, to detect

when there is an error.
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Figure 4.6: Diagrams obtained after the threshold and the normalization

Error step

Now, we want to say when there is an error in order to know when the equalizer has to be adjusted. So, we do the
difference between the normalized and thresholded signal and the input. It is the normal way in the reality, when
we want to adjust the equalizer, we sent a sequence that is known by the receiver. So, when we do the difference,

the errors are going to be detected.

eror due to the eqalizer
i
T

50

Figure 4.7: Diagram of the error

Figure 4.7 shows a diagram of the error. This one is an increasing function because we tot up the error. We can

see that it is easy to choose a threshold from which we say that the error is not acceptable anymore. It’s what we
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do and from that,

this message is sent to the equalizer which now knows that its coefficients are not good enough.

So, it’s going to readjust its coefficients with the same way that he did for the first channel.

Final step: re-equalizing

Now, we have the

good coefficients for the channel. It is important to say that the equalizer is not going to analyze

the whole sequence. The sequence (the beginning) which was successfully transmitted has been kept like this and

the equalizing process has started again from the point where we detected the error.
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Diagrams to compare the input, the output after the first equalization and the final result

Figure 4.8 shows three diagrams with the input, the first output of the equalizer and the final equalized signal.

We can see the evolution and the use of such a filter.

4.2.3 Study of a Realistic Case

The environment
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Chapter 5

Conclusion
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Annexe A

Matlab basic script for the zero-forcing equalizer

clear all:
close all;
echo on
T=1;
NO=1;
F==2,T; (zampling frequency
T==1/F=;
t==-10*T:T,SZ:10*T;
®x=1l S 01H 00 ESTY* )20 ; (inmpmat signal
stem (t , x)
=11
for m=-Z:1:Z2
for n=-Z:1:z
Hint2, nt2r =1 fil+ (0. 5/ T * (m*T-n*T 200720 ;

ernd ;
end; ¥ creation of the matrix X
§D=D+MN0S 2% eyra (5)
E=dinw (¥ (inwverse of the matrix X
c_opt=E*[0 0 1 0 0] jcomputation of the

equalizer coefficients

equalized x=filteric_opt 1, [x O 0O])
figuare
stemiequalized x)
equalized x=equalized x(3:lengthiequalized x));
ficqure B - B
stem it , equalized x)
for i=l:Z:lengthiequalized x),

dovmsanpled ecqualizer output ((itl)/2i=aqualized x{i);
ernd; B B B $dommsamp ] g
ficqure
s=size (downsanpled ecqualizer output)
t=linspace (-10*T 10*T ={2)1)
stem(t, dowmnsampled ecualizer output)
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Annexe B

Matlab basic script for the MSE-equalizer

clear all;
close all;
echo on
T=1;
=[]
for m=-2:1:Z&
for n=-2:1:2
Himt3, nt3)=1_ 1+ ({0 4Ty *im*T-n*TFE) 0 .~20;

end;
end; tcreation of the matrix
#
=k TR
NOo=0_01: % assuning that NO=0_.01
Br=+ (NO S Z ) *eya (5 ; toreation of the matrix
By
Bivy=diag (D) ; tcreation of the matrix
Bivy
c_opt=inwv(By) *Rivy; ¥ optimal tap

coefficients

¥ find the equalized pulse. ..

t=-10:1/Z:10;

¥=1_ 010 4% T . ~2) ;

% sampled pulse

equalized pulse=convix,c_opt):

% decimate the pulse Lo get the samples at the symbol rate
decimated equalized pulse=equalized pulse(f:Z:ilengthiequalized pul=se)-3));
s=zize(decimated equalized pulse);
tZ=linspace(-10*T _ 10*T _ =(Z))

subplot(Z11)

plocit x,'red')

hold on

stem(tsZ, decimated equalized pulse)
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Annexe C

Matlab basic script for the adaptive equalizer

clear =all-
echo o

MN=120: (mumbver of dterations

T=1z

K=4: ¥ length of the informstion seoasnce
t=—6:-1l:6;

u=1l. 1+ (E* =, T)_"E) (¥inpius =sdicgnal

Sigma=0_01;

delt-a=0_1; Fstep parameter

Mum of realizacion=s=1000;
mse aw=zeros (1, M-Z*H) ;
for j=l-MNum of realizations,
fcompiatte the avyerage owver = nuamber of
(realizations
% the informatiorn Sequence
for i=1:-:HM,

if {rarnd<0. 5) _

dnmfolil=—1-:
else

dinfoiil=1:
erud s

eclhw off;

=rad 2
if {j3==11: echo orn; end;
wv=filceri(x, 1l . infol: % the chapmel outpiat
for i=1:-:=:1M.
[riodi=e{d) mnoise(i+l)] =ogruyanssisicmal ;
=rad 2
w=yrtroisez

% now the eguaali=mation part followrs
estimated c=[0 O O O 1 O O 0O 0O ]z % drndtial estimate of IST
for k=1:MN-Z*HK,
v _k=vwik:k+Z*K) -
=_k=estimated c¥*yw _k._';
2 _k=infoalk) =_k;
estimated c=estimated ct+delta*e_k*y k-

ms=llk)==_k"Z: (FMeaen Sopaare Error
eclho off;

=rud 2

ifij3==1) secho ori; =rmdz

eckho ormz
mse avsmse  awtmse;
echo off;
erd -
echo oz
m=se_ awv-mse aw/MNum of realizmations;
semiloogy (mse__aw )
grext ({ 'delta= O_10"'})
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