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Abstract: This paper shows the performance resulting from combining vector sensor directional
components in an underwater acoustic communication experiment. The objective is to relate per-
formance with transmission direction and range. Receiver structures based on beamforming and
passive time-reversal are tested in order to quantify and compare the steerability impact of vector
sensor directional components. A shallow water experiment is carried out with a bottom fixed
two-axis pressure-gradient vector sensor. A ship suspended acoustic source transmits coherent
modulated communication signals at various ranges and from several directions. Results show that
one vector sensor can provide an up to 10 times smaller error bit rate than a pressure sensor, favoring
communication robustness without size penalty.
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1. Introduction

Reliable underwater acoustic communications (UWAC) provide convenient support
for untethered submerged platforms for ranges beyond, say, 100 m [1]. Fixed or mobile
submerged platforms need to communicate either to other submerged platforms or to
a surface station. Mobile platforms, e.g., autonomous underwater vehicles (AUVs) and
gliders, are particularly challenging for UWAC because acoustic communication chan-
nels are continuously varying due to changing spatial characteristics of the propagation
media [2]. For those mobile assets, long-range communication allows guidance, status
updates, and the sharing of on-the-fly sensor information [1,3]. Mobile platforms are also
restricted in size, weight, and energy consumption, which explains why not many of those
employ acoustic communications on board and, when they do, these are based on very
simple low-power single transducer modems [4]. Typically, such acoustic transducers have
an omnidirectional or a fixed directional pattern, from which this study differs, by using
higher-order sensors, known as acoustic vector sensors.

Acoustic vector sensors are devices that separately measure pressure and directional
components [5]. Vector sensors have been widely used for sonar applications to mitigate
left-right ambiguity of line arrays and provide a directional gain even for low-frequency
signals (under 300 Hz) [6]. It is notorious and expected that most of the literature on vector
sensors addresses the direction-finding issues since a compact collocated device can im-
prove the gain of an ordinary pressure sensor or enhance the gain of a pressure array [7–10].
Much work has been carried out regarding direction of arrival (DoA) estimation using
vector sensors, either by additive or multiplicative channel combining methods [7,11–13],
exploiting signal and noise subspace domains [14], higher-order array manifold [15], or ar-
tificial intelligence [16]. Although researchers have deeply investigated DoA methods,
the use of this information for UWAC is still little explored.

For UWAC, vector sensors are relatively new, and their components are used as a
single-input multiple-output system, acting itself as an equalizer [17]. Usually, the com-
ponents are considered independent channels, and a matched-filter combining is used
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and implemented as versions of multichannel equalizers [17,18] or passive-time rever-
sal (PTR) [19,20]. In such approaches, the advantage of the vector sensor over the pressure
sensor is explained by its intrinsic directionality, both by improving signal-to-noise ra-
tio (SNR) when the horizontal component is used, and by exploring channel diversity,
which, in theory, could be provided by the vertical component in far-field scenarios.

Besides matched-filter methods, an investigation of beamforming for communication
has shown that the provided SNR gain of a two-axis vector sensor may reduce bit error
rate (BER) [21]. However, data analysis is reduced, and the presented result is limited to
one fixed source-receiver range and direction. A recent study compared a beamforming
approach using three-axis vector sensors to an adapted receiver structure that joins beam
steering and passive-time reversal methods [22]. Although the results show the benefits of
the proposed receiver structure by reducing the bit error and increasing robustness along
range, the steerability is not deeply investigated since more transmission directions in
different geographic quadrants are necessary for a complete and secure analysis.

Thus, this work intends to show, experimentally, the steerability impact of vector
sensors on communications using a recent dataset of a shallow-water field experiment.
Conducted under the European Multidisciplinary Seafloor Observatory Portugal (EMSO-
PT) project in November 2021, this experiment (EMSO’21) allows us to test a point-to-point
communication link between a surface platform and a bottom receiver. The receiver is a
single two-axis vector sensor whose outputs were acquired by a newly designed recorder.
During EMSO’21, the vector sensor was fixed to a tripod on the seafloor, and an acoustic
source was suspended from a ship transmitting coded sequences at various ranges and
from several directions around the vector sensor. One can notice that such geometry can be
similar to an AUV operating close to the bottom with an onboard vector sensor and a surface
transmitting station. The communication performance was quantified and compared using
vector sensor individual components, a vector sensor beam steering (vs-bs), passive time-
reversal (vs-ptr), and the joint beam steering and passive time-reversal (vs-bsptr) methods.
Moreover, this work addresses the necessity of a preprocessing stage for particle velocity
estimation when using a pressure-gradient vector sensor. Such a relevant analysis is
complemented by the impact of DoA fluctuation in the BER and how directional ambiguities
may influence communication performance. This study shows a clear relationship between
communication performance, range, and source direction. The steerability of vector sensors
is shown as an advantage, where the combining approaches constantly outperform the
omnidirectional pressure sensor.

This paper is organized as follows: analytical expression of pressure-gradient vector
sensors and the tested receiver structures are shown in Section 2; the EMSO’21 experiment
is described in Section 3; the experiment’s results are presented in Section 4; Section 5
presents analysis and discussion; and finally, Section 6 presents the conclusion.

2. Vector Sensor and Underwater Acoustic Communications
2.1. Pressure-Gradient Vector Sensor

An acoustic vector sensor refers to a generic device that measures the vector properties
of the acoustic field. Since we refer to a vector measurement, amplitudes relative to
directions are the directional outputs. The intrinsic directionality of vector sensors can be
obtained by pressure-gradient or particle velocity [8]; this relation can be seen through the
Euler’s equation:

v = − 1
jωρ0

∇p, (1)

where v is the particle velocity, ∇ is the gradient operator, p is the pressure, ω is the
angular frequency, and ρ0 is the medium static density. Assuming plane-wave condition,
pv = −ρ0c v, where c is the sound speed and pv is the so-called pressure-equivalent particle
velocity. Thus, Equation (1) becomes:

pv =
1
jk
∇p, (2)
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where k = ω/c = 2π/λ is the wavenumber, λ being the wavelength. In the present
work, we use a pressure-gradient vector sensor where the directional information (for each
axis) is estimated using a pair of hydrophones. Consider two closely-spaced, identical
hydrophones receiving an acoustic wave from direction θ. The output difference of these
two hydrophones is given as [11]:

∆p = j2p0 sin
(

k′s′ cos θ

2

)
≈ jp0k′s′ cos θ, ∵ s� λ (3)

where p0 is a pressure reference, θ is the angle between the propagation direction and the
pressure sensors axis, s is the distance between hydrophones, and the superscript []′ is
used to represent an unknown parameter. Although the simplification in Equation (3) is
restricted to s� λ, in practice, technological limitations, such as the size of hydrophones
or electronic parts, may not allow such theoretical consideration. Thus, as stated in [11],
a spacing from λ/4 or less may be sufficient for such a requirement. Considering the
first-order approximation ∆p

s = ∂p
∂s and replacing Equation (3) in Equation (2) gives:

pv =
1
jk

∆p
s

=
1

jks
jp0k′s′ cos θ, (4)

where if k′ = k, s′ = s, and the plane-wave assumption is valid for the operational frequency
range, then Equation (4) becomes:

pv = p0 cos θ. (5)

The cosine in Equation (5) shows the intrinsic directional nature of a vector sensor
component. Additionally, the differential output of Equation (3) is proportional to ks, which
makes it frequency- and spacing-dependent, a limitation regarding the necessary dynamic
range [8]. On the other hand, its low sensitivity to non-acoustic interference (e.g., movement,
turbulence, or vibration) makes it better suited than accelerometer-based vector sensors
onboard moving platforms. The vector sensor output given in Equation (3) presents a
dipole ambiguity, which may be a drawback for direction estimation purposes. Thus,
an additional hydrophone is used as a reference, usually positioned at the geometric
center of the hydrophone pair, resulting in a (1 + δ cos θ) term, which mitigates the dipole
ambiguity according to a design factor δ [11].

2.2. Tested Receiver Structures

The communication receiver structures employ three stages: Doppler compensation,
individual components or a channel combining method, and an equalizer. Three vec-
tor sensors channel combining methods are used: beam steering (vs-bs); passive time-
reversal (vs-ptr); and joint beam steering and passive time-reversal (vs-bsptr). The Doppler
compensation is based on the ambiguity function with a block compensation, where the
input signals are resampled and used individually or combined [23].

In the beam steering method, the output is given by [11]:

ybs = rp + δ[rvx cos θ0 + rvy sin θ0], (6)

where rp, rvx, and rvy are the pressure and pressure-equivalent particle velocity compo-
nents (Doppler compensated). δ is a design factor adjusted according to a desired beam
response, and θ0 is a chosen steering angle, where we may set a θ0 value (−π ≤ θ0 ≤ π)
or use an estimated angle θ̂0 from a DoA estimation. There are several DoA estimators
available in the literature but here, the Bartlett estimator is used, where the beam response
in the f single frequency is given as [24]:

B( f , δ, θ) = [1 cos θ sin θ]H C( f , δ) [1 cos θ sin θ], (7)
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where C( f , δ) = 1
N ∑

f+∆ f /2
f−∆ f /2[Rp δRvx δRvy]H [Rp δRvx δRvy] is the sample cross-correlation

matrix estimated in the frequency domain, in the ∆ f bandwidth with N samples, and
R ≡ R( f ). The estimated azimuth source direction angle is given by:

θ̂0( f , δ) = arg max
θ

B( f , δ, θ). (8)

One can notice that the vector sensor beam steering combines the directional com-
ponents with the pressure, which leads to an ambiguity mitigation benefit [11]. Another
advantage is that the beam steering produces one output, demanding only a single chan-
nel equalizer.

In the passive time-reversal method, the m-th matched-filter output is given by [25]:

ym(t) = ĥ∗m(−t)rm(t), (9)

where ĥm is the estimated pressure/particle velocity channel impulse response (CIR), and rm
is the Doppler compensated pressure/particle velocity components. Although Equation (9)
is used with the vector sensor directional components, it presents no difference from the
standard PTR employed for pressure-only arrays. Thus, we may ask if the simple direct
employment of this method for vector sensors is appropriate, taking into account, for in-
stance, a scenario where the source transmits at one of the vector sensor axis directions.
In this scenario, the orthogonal axis presents low SNR since the dipole patterns are or-
thogonal, and including such a noisy channel may not be advantageous. Therefore, in the
joint beam steering and passive time-reversal method, a soft normalization is used and
Equation (9) becomes:

ym(t) = ĥ∗m(−t)rm(t)um, (10)

where u1 = up = 1, u2 = uvx = cos(θ̂0), and u3 = uvy = sin(θ̂0). θ̂0 is the estimated
source direction from the beam steering stage, which weights the horizontal components
emphasizing the component to source direction and attenuating a possible noisy component.
Whereas in the vs-ptr, three outputs are produced for the vs-bsptr, and four outputs are
used, one from Equation (6) and three from Equation (10).

The last stage of the receiver structures is a single decision feedback equalizer (DFE)
for the vs-bs or a multichannel DFE for the vs-ptr and vs-bsptr. The DFE comprises M
feed-forwards (according to the method) and a feedback filter. A second-order phase-locked
loop (PLL) is embedded into the DFE to compensate for phase fluctuation. The adaptive
cost function is performed using the recursive least square (RLS) algorithm [26].

3. EMSO’21 Experiment

The EMSO’21 experiment took place off Vilamoura port, on the south coast of Portu-
gal, on 24 November 2021. In this experiment, a point-to-point communication test was
performed, where the receiver was a single vector sensor placed on the bottom, and the
sound source was tied to a ship. Figure 1a shows the satellite view of the experiment area,
highlighting the ship sailing route and the vector sensor positioning (red dot). The ship
used in the test is shown in Figure 1b, which left the Vilamoura harbor at 9h00 (local) and
went approximately 6 km in the southwest direction, where the vector sensor was deployed.
Figure 1c shows the Lubell-916C sound source, which transmitted signals in the band from
3 to 13 kHz, where the transmit voltage response is approximately 154 dB/µPa/V (5 kHz)
and 160 dB/µPa/V (10 kHz). The vector sensor was attached to the top of a tripod, and an
autonomous recorder at one of the tripod’s legs, as shown in Figure 1d. A 10 kg weight was
fixed at the tripod’s center bar in order to guarantee a deployment as vertical as possible
and prevent roll-over due to sea currents.
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Figure 1. EMSO’21 experiment: satellite view with the ship sailing route and vector sensor posi-
tioning (red dot) (a); used ship (b); Lubell sound source (c); M35 vector sensor on top of the tripod,
with the autonomous recorder at one of the tripod’s legs (d).

The vector sensor is the two-axis pressure-gradient GeoSpectrum model M35, designed
to operate from 100 Hz to 15 kHz, and which measures pressure and two orthogonal direc-
tional components (x-y components) [27]. The directional components’ axis references are
considered true references, where the x-component is toward north and the y-component
toward east. This axis compensation is performed by a clockwise rotation matrix using
the north magnetic angle from an internal orientation sensor. The autonomous acquisition
system was used to synchronously record the three vector sensor components (pressure, x,
and y) at the sampling frequency of 39,062 Hz with a 24-bit of dynamic range.

Figure 2a shows the bathymetry in an X-Y range Cartesian plot with the vector
sensor/tripod assembling position displayed at the origin (lat-lon 37.04235◦ N, −8.16359◦

W). The vector sensor was placed at approximately 2 m from the bottom, where the local
water depth is 20 m. From the vector sensor deployment position, the ship goes along
two tracks: leg1, which is an approximately 20 m depth isobathymetric transmission path,
and leg2, which represents a downslope path. Notice that the figure’s axes were established
according to the M35 reference (x is toward north and the y toward east, with azimuth
angle θ clockwise). The planned transmission stations (black dots) 1, 2, up to 14, are
considered fixed stations even if small displacements were noticed due to the ship drift.
In Figure 2b, the ship-to-vector sensor range along time is shown, where the leg1, leg2,
and the transmission stations are also highlighted. The communication signals transmitted
at those stations were generated by the sound source suspended at approximately 7 m depth
from a surface buoy tied at 3 m from the ship’s stern. This work analyzes a binary phase-
shift keying (BPSK) communication signal at 2 kbits/s data rate and a carrier frequency of
5 kHz (effective 3 kHz bandwidth). Fifty packets of one second were transmitted, where
each packet was a random series composed of 2000 symbols. A 255 symbol m-sequence
preamble was used for synchronization and Doppler compensation. The signal was filtered
by a root-raised-cosine pulse shape with a roll-off factor of 0.5.
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Figure 2. EMSO’21 experiment: ship track over area bathymetry in X–Y range centered at vector
sensor/tripod position (37.04235◦ N, −8.16359◦ W), and transmitting stations (a); range between ship
and vector sensor position along time (b).

4. Results

The outputs of the vector sensor model M35 are pressure-difference ∆p as shown
in Equation (3), and the pressure-equivalent particle velocity components (pvx and pvy)
are estimated using Equation (4) with c = 1516 m/s and s = 0.05 m. A first check of the
directional components (∆p or pv) can be made by analyzing their phase, referenced to
the omnidirectional hydrophone. An example can be seen in Figure 3, where the time
series for pressure and the directional channels are shown for station 3. For ∆p, a lead
signal referenced to pressure represents north (for x-component) or east (for y-component),
whereas a lag signal referenced to pressure represents south (for x-component) or west (for
y-component). In Figure 3a, ∆px is lead, which represents north, whereas ∆py is lag,
representing west. Thus, it is clear that the source direction comes from the northwest
quadrant. For pv, if pressure and particle velocity are in-phase, it represents a signal from
the northeast quadrant and vice-versa. In Figure 3b, pressure and the estimated particle
velocity pvx are in-phase, whereas pressure and pvy are in counter-phase. Thus, it represents
a signal from the northwest quadrant as ∆p.

Figure 3. Received time series at station 3: pressure and pressure-difference channels (a); pressure
and estimated pressure-equivalent particle velocity components (b).

The impact of the vector sensor channel combining communications can be associated
with the spatial filtering capability, analyzed here by energy detection. The beam response
for station 3 was analyzed by varying the δ factor, where it is known that the source is at
approximately −60◦. In Figure 4a, ∆p is used, and the main lobe is noticed in the source
direction, although ambiguity is verified as δ increases. In Figure 4b, the ambiguity is
mitigated, and the maximum ratio between the main lobe and the sidelobe is found for
δ = 0.5. Figure 4c shows the beam response with δ = 0.5 for both ∆p and pv, where the
ambiguity mitigation is apparent, and the cardioid-like shaped response is obtained. Thus,
one can conclude that the proper δ value is 0.5 for a backside ambiguity mitigation, which
is set for quantifying the communication performance.
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Figure 4. Energy detection for varying δ for station 3 using ∆p (a) and pv (b). In (c), the beam
response for ∆p and pv is compared for δ = 0.5.

Spectrograms of the received communication signals for the pressure (p) and pressure-
equivalent particle velocity (pvx and pvy) for stations 3 (a), 7 (b), 12 (c), and 14 (d) are
shown in Figure 5. The spectrograms show the BPSK communication signals that also
contain a sequence of linear frequency modulation (chirp) as a probe for future use in
automatic detection algorithms, not treated here. The same normalization was used in the
spectrograms with the objective of showing attenuated/amplified components. One can
relate the power spectrum amplitude of the components with the transmitting stations.
For instance, in Figure 5b, pvx is highly attenuated since the sound source is transmitting at
approximately 100◦, whereas in Figure 5c, pvy is the attenuated component since the sound
source is emitting from north (20◦).

Figure 5. EMSO’21 spectrogram for pressure (p) and pressure-equivalent particle velocity (pvx and
pvy) during stations 3, 7, 12, and 14, from (a–d), respectively.

Figure 6 shows the azigram of recorded data during the overall communication
test (a), during stations 3, 7, 12, and 14, from top to bottom (b), and the overall energy
detection (c). An azigram is a condensed way to show the directional information over
frequency and time. In fact, an azigram is analogous to a spectrogram, although the latter
shows the power spectral density instead of the source direction estimation as a colormap.
Interested readers can find a full study on azigrams in [28] and references therein. Here,
the azigram was used as an analysis tool to check for transmitting directions and ambiguity
issues. Figure 6a,b were obtained using the Bartlett estimator, where Equation (8) was
used with a frequency step of 50 Hz, ∆ f = 100 Hz, and an integration time of 0.34 s (a) and
0.08 s (b). Alpha transparency was used for clear visualization, considering the intensity
of Equation (7). For comparison purposes, the broadband energy detection using the
Bartlett estimator is shown in Figure 6c, where the estimated azimuth angle using GPS
info is shown in the dashed red line. An empirical threshold of 80% is used to visualize
transmission intervals better, although some fishing vessels are also detected up to minute
45. Moreover, it is possible to assimilate the transmitting stations with the source direction
and frequency by comparing Figure 6c with the estimated directions in Figure 6a. Note that
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other communication signals were transmitted in different bands and modulations, not
treated here. In Figure 6b, besides the directional information, a fading effect is observed
within the fifty seconds of transmission. However, this figure clearly shows no directional
ambiguity over the communication bandwidth. This fact is important since the azimuth
angle, used for beam steering, is estimated using the full bandwidth, and this estimation
could be impacted when some frequency presents ambiguity.

Figure 7 shows the CIR of the vector sensor components for stations 3 and 6 for
pressure (top), pvx (middle), and pvy (bottom) in a normalized scale. The CIR estimation is
based on a correlation estimator, where the m-sequence was used as a replica. An alignment
due to the Doppler was performed using the synchronization sample. In Figure 7a, the CIR
of station 3 is not aligned, and the Doppler effect due to ship drift is noticed. Since the ship
is moving toward the vector sensor (see Figure 2b), time compression is observed. Figure 7b
shows the CIR of station 3, where the alignment is performed using the synchronization
sample. In Figure 7c, the aligned CIR of station 6 is shown, where one can notice the
amplitude difference between the components. The CIR of station 6 demonstrates the
attenuation of pvx, where the performance of methods that use such a noisy channel may
be degraded.

Figure 6. EMSO’21 azigram: during the overall communication test, where the number in boxes
indicates transmitting stations (a); during transmissions at stations 3, 7, 12, and 14 (from top to
bottom) (b); and energy detection using Bartlett estimator with estimated azimuth angle using GPS
info (dashed red line) (c).

Figure 7. Estimated CIR for stations 3 (a,b) and 6 (c) for pressure (p) and pressure-equivalent particle
velocity (pvx and pvy) (from top to bottom).
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Figure 8a shows the estimated input SNR for pressure (p), directional components (pvx
and pvy), and vector sensor beam steering (vs-bs). The SNR for vs-bs was estimated using
the steered output. The SNR for the passive time-reversal outputs is not shown since the
combining gain is achieved after the equalizer. The SNR estimation was performed in the
band from 4 to 6 kHz, and it uses a 50 s interval of the received signal and ambient noise
starting 1 min before the received signal. For convenience, the vertical right-hand side
dark-blue color axis shows the vector sensor to source range. The RMS delay spread (DS) is
shown in Figure 8b, which characterizes the “severity” of the CIR, where a more extended
time spread may represent a more severe channel [19]. The DS was calculated using the
time-invariant CIR (power-delay profile [29]), where a −20 dB threshold was used. The DS
for the passive time-reversal output is not shown since the resulting CIR was achieved after
the equalization stage.

Figure 8. Estimated SNR (a) and RMS delay spread (b) along stations for pressure (p), directional
components (pvx and pvy), and for vector sensor beam steering method (vs-bs).

A relevant aspect to consider is the impact of angle fluctuation on the BER performance
of vs-bs, which can be investigated using Figure 9. This figure shows the estimated angle
and the BER according to the integration time for stations 2 (a)–(b) and 7 (c)–(d), respectively.
One can note that the azimuth angle may fluctuate depending on the integration time used
to estimate the correlation matrix. Discrete integration time values were used from 0.2 ms
to 1 s, where 1 s is a full data packet interval. In Figure 9a,c, the error bar represents the
mean value and the percentiles of the 50 packets. As expected, the fluctuation is higher
as the integration time reduces. However, no relevant difference in the BER was noticed
for the tested integration time, even for more than 10◦ of fluctuation. Thus, there is no
advantage of using such a small integration time value since the error does not reduce.
Furthermore, it is not practical to process in such a small interval (i.e., updating the DoA
estimation), which motivates the use of a full data packet in this study.

Figure 9. Estimated angle and BER varying the integration time for stations 2 (a,b) and 7 (c,d),
respectively.
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Figure 10 shows the BER performance for each station. The DFE uses 34 feed-forward
and 20 feedback taps for adaptive fractionally spaced equalization with oversampling
factor 2. The RLS forgetting factor is set empirically to 0.997. Moreover, the integral and
proportional PLL coefficients are 0.01 and 0.0001, respectively. The fifty packets were
treated as independent, and the BER was estimated as a median value. In Figure 10,
the performance is quantified for vs-bs, vs-ptr, and vs-bsptr. For comparison purposes,
the performance for p, pvx, and pvy is also shown, separately. Note that bottom boxes show
the source direction and range, highlighting leg1 and leg2 routes. Moreover, a zero error
indicator shows the lower bound to account for errors that cannot be estimated with the
limited number of samples available.

Figure 10. BER performance for pressure (p), directional components (pvx and pvy), vector sensor
beam steering (vs-bs), vector sensor passive time-reversal (vs-ptr), and the joint vector sensor beam
steering and passive time-reversal (vs-bsptr). Bottom boxes display the source direction and range
for convenience.

Figure 11 shows BER in polar plots using Equation (6) for discrete angles−π ≤ θ0 ≤ π
in ybs. Performance of the pressure sensor (p) is shown for reference. From (a) to (d), the BER
performance is shown for stations 3, 7, 12, and 14, respectively. These transmitting stations
were chosen for analysis since they are in different geographic quadrants, where steerability
can be verified. Note that the polar graphs have a logarithm inverted axis, where the highest
BER value (0.5) is at the center. The BER and beam pattern similarity can be observed using
the axis in this format.

Figure 11. Polar BER for pressure (p) and beam steering (ybs) using Equation (6), for stations 3, 7, 12,
and 14, from (a–d), respectively.

5. Analysis and Discussion
5.1. Leg1 Sailing Route

For leg1, from stations 1 to 9, the source approaches the vector sensor from 1890 m
range (station 1), passing at the closest range (40 m, station 5), and moves away up to
2160 m range (station 9). A direct relation between SNR and range is expected since the
source level is kept constant throughout the experiment. The SNR curve for the pressure
component of Figure 8a confirms this relation, where its maximum was obtained at the
closest range. Regarding the SNR of directional components, it is essential to consider that
the source follows a predominantly west–east path. Thus, a higher value is expected for
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pvy compared to the pressure, which is verified. Contrarily, a lower value for pvx than for
the pressure is confirmed. A visual example of the SNR for each component is shown by
the spectrograms of Figure 5b for station 7, where the power spectrum amplitude of pvx is
strongly attenuated.

In Figure 8b, the DS values for p, pvy, and beam steering (vs-bs) indicate similar
channel complexity. The DS is about 7 ms long for pressure, pvy, and vs-bs during leg1,
except for stations 4 and 5. This result suggests that the equalizer deals with similar channel
complexity, and SNR could be predominant for the achieved performance. The DS for
pvx presents similar values to p, pvy, and vs-bs, up to station 5. Then, the DS values for
pvx are higher than p/pvy/vs-bs from stations 6 to 9. These higher values are associated
with imprecise CIR estimation due to the high attenuation of pvx, as shown in Figure 7c for
station 6. The DS for the beam steering presents similar values to p and pvy’s DS, which is
expected since these are the predominant components in the combination.

In Figure 10, the BER analysis for the pressure component shows a direct relationship
between performance and range. The SNR impact is perceptible since the performance is
inversely proportional to the SNR curve. However, the CIR variation among stations also
affects the performance. For instance, stations 4 and 6 have similar ranges and also SNR but
present different performances. In fact, the DS for these two stations indicates that the CIR
of station 6 is more severe than that of station 4. For pvy, the SNR gain of approximately
6 dB (±3 dB) relative to the pressure component reflects a BER performance improvement
up to 10 times (station 1). Moreover, the performance for pvx is harshly degraded from
stations 6 to 9. In these stations, the received signal is highly attenuated for pvx since the
source direction is approximately +90◦.

The vs-bs presents a similar BER performance to pvy in the leg1 sailing route. From sta-
tions 1 to 5, a performance better than or equal to that of pvy is noticed, with up to 10 times
less error than the pressure component (station 1). However, from stations 6 to 9, pvy SNR
is higher than the vs-bs SNR, reflecting a slight outperformance. In general, the beam
steering method and pvy show a constant performance gain of about five times fewer errors
compared to the pressure component. One can notice the relation of the steering angle to
the BER by analyzing Figure 11. As expected, the cardioid-like shaped beam pattern reflects
a BER with a similar cardioid shape, turned to the source direction. Although some distor-
tions in the cardioid are noticed, as intersymbol interference also impacts the performance,
the steerability is clear, where pointing to the source provides the lowest error.

The vs-ptr presents a slight degradation compared to vs-bs, but performance can
be considered similar except for station 1, where all vector sensor components present
low SNR (<10 dB). There is an interesting aspect of the vs-ptr performance for station 6,
where even for the noisy pvx CIR (see Figure 7c), the high SNR of the other components
is sufficient to produce a similar performance to vs-bs. However, it is clear that using
such a noisy component is not advantageous, and weighting the azimuth components (for
this station, pvx is practically zeroed) as in the vs-bsptr produces the best performance.
The vs-bsptr provides a performance similar to or better than that of the vs-ptr and vs-bs,
which supports the idea that using the source direction information is advantageous.

5.2. Changing Direction Sailing Route

After leg1, the ship moves towards the north of the vector sensor location, transmitting
at station 10 and then at station 11. Stations 9, 10, and 11 are at approximately 2200 m range
but onto orthogonal directions (from 105◦ to 20◦). Thus, an inversion of the directional
components’ SNR is expected and verified in Figure 8a. A BER inversion is also noticed
between pvx and pvy in Figure 10. In fact, a superior performance is verified at station 11,
which can be partially explained by the small DS for this station.

5.3. Leg2 Sailing Route

During leg2, the ship approaches the vector sensor from 2230 m range (station 11),
passes through the vector sensor, and moves away up to 1260 m range (station 14). The BER
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performance reflects the north–south path, where pvx shows the highest SNR. From sta-
tions 12 to 14, the BER for both vs-bs and vs-ptr varies from 1% to 3%, whereas for the
vs-bsptr it varies from 0.6% to 2%. A substantial fading effect is verified in these stations,
and the DS increased from 6 to 8 ms, indicating more severe channels.

5.4. Summary of the Receiver Structures’ Performance

The BER analysis shown in Figure 10 provides a relation between communication
performance, direction, and range. We noticed from the results that the beam steering
provided a concise gain for all the tested transmission stations. Even for different CIR
along the stations, we are tempted to say that the performance gain is constant, which it
is not. Such results empirically indicate that the receiver with the beam steering could
present a predictable performance, suggesting that this relative performance (between
a vector sensor and a pressure sensor) could be found to persist, even under different
experimental conditions. The vs-ptr provides a comparable performance to that of vs-bs,
except for station 1. However, the slightly degraded performance can be associated with
noisy components, which also results in inaccurate CIR estimations. The vs-bsptr presents
the best performance, where weighting the components according to the source direction is
suggested to be advantageous.

6. Conclusions

This paper has experimentally shown the impact of a two-axis pressure-gradient
vector sensor on UWAC, highlighting the vector sensor’s steerability. In this context,
the EMSO’21 field experiment has played a crucial role in allowing us to test point-to-point
links in different geographic quadrants. Communication performance was quantified for
several ranges and directions using individual and combined vector sensor components
for comparison purposes. Among the tested receiver structures, some aspects were noted:
the beam steering method is the most straightforward and computationally inexpensive
compared to the passive time-reversal and the joint method; the passive time-reversal
method presents a similar performance to that of beam steering, although a multichannel
equalizer is needed; the joint method presents the best performance, which shows the
steering advantage by weighting the azimuth components. Such structures combining
vector sensor components have increased the BER performance by 2 to 10 times compared
to that using only the pressure component. Moreover, a concise performance gain was
verified for the tested transmission stations, even for different CIR along the stations. This
result suggests that the relative performance between a vector sensor and a pressure sensor
could be found under different experimental conditions.

Author Contributions: Conceptualization, F.A.B. and S.M.J.; Formal analysis, F.A.B.; Investigation,
F.A.B.; Supervision, S.M.J.; Writing—original draft, F.A.B.; Writing—review & editing, S.M.J. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the European Multidisciplinary Seafloor Observatory Portu-
gal (EMSO-PT). F. Bozzi is supported by the Brazilian Navy Postgraduate Study Abroad Program.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: https://www.siplab.fct.ualg.pt/publications.shtml#reports. Report
02/22, accessed on 29 June 2022.

Acknowledgments: The authors would like to thank the SiPLab participants in the EMSO’21.

Conflicts of Interest: The authors declare no conflict of interest.

https://www.siplab.fct.ualg.pt/publications.shtml#reports


Sensors 2022, 22, 8332 13 of 14

References
1. Wübben, D.; Könsgen, A.; Udugama, A.; Dekorsy, A.; Förster, A. Challenges and Opportunities in Communications for

Autonomous Underwater Vehicles. In AI Technology for Underwater Robots; Kirchner, F., Straube, S., Kühn, D., Hoyer, N., Eds.;
Springer International Publishing: Cham, Switzerland, 2020; Volume 96, pp. 83–93. https://doi.org/10.1007/978-3-030-30683-0_7.

2. Chitre, M. A high-frequency warm shallow water acoustic communications channel model and measurements. J. Acoust. Soc. Am.
2007, 122, 2580. https://doi.org/10.1121/1.2782884.

3. Hamilton, A.; Holdcroft, S.; Fenucci, D.; Mitchell, P.; Morozs, N.; Munafò, A.; Sitbon, J. Adaptable Underwater Networks: The
Relation between Autonomy and Communications. Remote Sens. 2020, 12, 3290. https://doi.org/10.3390/rs12203290.

4. Sendra, S.; Lloret, J.; Jimenez, J.M.; Parra, L. Underwater Acoustic Modems. IEEE Sens. J. 2016, 16, 4063–4071.
https://doi.org/10.1109/JSEN.2015.2434890.

5. Sherman, C.H.; Butler, J.L. Transducers and Arrays for Underwater Sound; Springer: New York, NY, USA, 2007. https://doi.org/
10.1007/978-0-387-33139-3.

6. D’Spain, G.; Luby, J.; Wilson, G.; Gramann, R. Vector sensors and vector sensor line arrays: Comments on optimal array gain and
detection. J. Acoust. Soc. Am. 2006, 120, 171. https://doi.org/10.1121/1.2207573.

7. Nehorai, A.; Paldi, E. Acoustic vector-sensor array processing. IEEE Trans. Signal Process. 1994, 42, 2481–2491.
https://doi.org/10.1109/78.317869.

8. Gabrielson, T. Design problems and limitations in vector sensors. In Proceedings of the Workshop on Directional Acoustic
Sensors, Naval Undersea Warfare Center Division and Office of Naval Research, Newport, RI, USA, 17–18 April 2001.

9. Cray, B.A.; Nuttall, A.H. Directivity factors for linear arrays of velocity sensors. J. Acoust. Soc. Am. 2001, 110, 324–331.
https://doi.org/10.1121/1.1373706.

10. Cao, J.; Liu, J.; Wang, J.; Lai, X. Acoustic vector sensor: Reviews and future perspectives. IET Signal Process. 2017, 11, 1–9.
https://doi.org/10.1049/iet-spr.2016.0111.

11. Felisberto, P.; Santos, P.; Jesus, S.M. Acoustic pressure and particle velocity for spatial filtering of bottom arrivals. IEEE J.
Ocean. Eng. 2019, 44, 179–192. https://doi.org/10.1109/JOE.2018.2807898.

12. Smith, K.B.; van Leijen, A.V. Steering vector sensor array elements with linear cardioids and nonlinear hippioids. J. Acoust.
Soc. Am. 2007, 122, 370–377. https://doi.org/10.1121/1.2722054.

13. Levin, D.; Habets, E.A.P.; Gannot, S. Maximum likelihood estimation of direction of arrival using an acoustic vector-sensor.
J. Acoust. Soc. Am. 2012, 131, 1240–1248. https://doi.org/10.1121/1.3676699.

14. Lai, H.; Bell, K.; Cox, H. DOA estimation using vector sensor arrays. In Proceedings of the 2008 42nd Asilomar Conference on
Signals, Systems and Computers, Pacific Grove, CA, USA, 26–29 October 2008; pp. 293–297. https://doi.org/10.1109/ACSSC.2008.
5074411.

15. Du, S.S.; Wong, K.T.; Song, Y.; Nnonyelu, C.J.; Wu, Y.I. Higher-order figure-8 microphones/hydrophones collocated
as a perpendicular triad—Their “spatial-matched-filter” beam steering. J. Acoust. Soc. Am. 2022, 151, 1158–1170.
https://doi.org/10.1121/10.0009312.

16. Cao, H.; Wang, W.; Su, L.; Ni, H.; Gerstoft, P.; Ren, Q.; Ma, L. Deep transfer learning for underwater direction of arrival using one
vector sensor. J. Acoust. Soc. Am. 2021, 149, 1699–1711. https://doi.org/10.1121/10.0003645.

17. Abdi, A.; Guo, H.; Sutthiwan, P. A new vector sensor receiver for underwater acoustic communication. In Pro-
ceedings of the OCEANS 2007, Woods Hole, MA, USA, 24–27 April 2007; IEEE: Vancouver, BC, USA, 2007; pp. 1–10.
https://doi.org/10.1109/OCEANS.2007.4449191.

18. Han, X.; Yin, J.; Tian, Y.; Sheng, X. Underwater acoustic communication to an unmanned underwater vehicle with a compact
vector sensor array. Ocean Eng. 2019, 184, 85–90. https://doi.org/10.1016/j.oceaneng.2019.03.024.

19. Song, A.; Abdi, A.; Badiey, M.; Hursky, P. Experimental demonstration of underwater acoustic communication by vector sensors.
IEEE J. Ocean. Eng. 2011, 36, 454–461. https://doi.org/10.1109/JOE.2011.2133050.

20. Bozzi, F.A.; Jesus, S.M. Vector Hydrophone Passive Time Reversal for Underwater Acoustic Communications. In Proceed-
ings of the OCEANS 2022, Chennai, India, 21–24 February 2022; pp. 1–5. https://doi.org/10.1109/OCEANSChennai45887.
2022.9775270.

21. Guo, L.x.; Han, X.; Yin, J.w.; Yu, X.s. Underwater acoustic communication by a single-vector sensor: performance comparison
using three different algorithms. Shock Vib. 2018, 2018, 2510378. https://doi.org/10.1155/2018/2510378.

22. Bozzi, F.A.; Jesus, S.M. Joint Vector Sensor Beam Steering and Passive Time Reversal for Underwater Acoustic Communications.
IEEE Access 2022, 10, 66952–66960. https://doi.org/10.1109/ACCESS.2022.3183348.

23. Sharif, B.; Neasham, J.; Hinton, O.; Adams, A. A computationally efficient Doppler compensation system for underwater acoustic
communications. IEEE J. Ocean. Eng. 2000, 25, 52–61. https://doi.org/10.1109/48.820736.

24. Santos, P.; Rodríguez, O.C.; Felisberto, P.; Jesus, S.M. Seabed geoacoustic characterization with a vector sensor array. J. Acoust.
Soc. Am. 2010, 128, 2652–2663. https://doi.org/10.1121/1.3488305.

25. Gomes, J.; Silva, A.; Jesus, S. Adaptive spatial combining for passive time-reversed communications. J. Acoust. Soc. Am. 2008,
124, 1038–1053. https://doi.org/10.1121/1.2946711.

26. Stojanovic, M.; Catipovic, J.; Proakis, J.G. Adaptive multichannel combining and equalization for underwater acoustic communi-
cations. J. Acoust. Soc. Am. 1993, 94, 1621–1631. https://doi.org/10.1121/1.408135.

27. Armstrong, B. Directional Hydrophones; Technical Document 2018-464; GeoSpectrum: Dartmouth, NS, Canada, 2018.



Sensors 2022, 22, 8332 14 of 14

28. Thode, A.M.; Sakai, T.; Michalec, J.; Rankin, S.; Soldevilla, M.S.; Martin, B.; Kim, K.H. Displaying bioacoustic directional
information from sonobuoys using “azigrams”. J. Acoust. Soc. Am. 2019, 146, 95–102. https://doi.org/10.1121/1.5114810.

29. van Walree, P.A. Channel Sounding for Acoustic Communications: Techniques and Shallow-Water Examples; Technical Report
2011/00007; Norwegian Defence Research Establishment (FFI): Kjeller, Norway, 2011.


	Introduction
	Vector Sensor and Underwater Acoustic Communications
	Pressure-Gradient Vector Sensor
	Tested Receiver Structures

	EMSO'21 Experiment
	Results
	Analysis and Discussion
	Leg1 Sailing Route
	Changing Direction Sailing Route
	Leg2 Sailing Route
	Summary of the Receiver Structures' Performance

	Conclusions
	References

