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Errata
Most entries are of the form: p. x, line y, change “A” to “B”. Line counts include chap-
ter/section titles, but ignore figures, captions and equations. Negative line counts are from
the bottom of the page.

• p. iii, line -19
Change “other, variable and with” to “other, with”

• p. 22, line 2
Change “forecasts for” to “forecasts, from an oceanographic model, for”

• p. 23, line 1
Change “with no horizontal dependence for physical properties.” to “each one with no
horizontal dependence for physical properties.”

• p. 23, line -4
Change “The main argument when” to “The main statement, in the present work,
when”

• p. 24, line 1
Change “The generic idea is materialized in Fig.” to “Let us consider the representation
in Fig.”

• p. 26, Eq. (2.3)
Change the equals sign to ≡

• p. 32, Figure 3.1’s caption
Change “(infinite) medium” to “(infinite) homogeneous medium”

• p. 32, line 7
Before the sentence “Thus, the field”, the following sentence should be inserted: “Equa-
tion (3.1) is valid for a single frequency (tone), and the signal time dependence is not
shown, since the equation is expressed in the frequency domain.”

• p. 34, Fig. 3.2
Change “Cost” to C(re) in the y-labels

• p. 35, line 3
Change “black dots” to “black dots in Fig. 3.4”

• p. 36, line 7
Change “unbounded propagation” to “unbounded homogeneous propagation”

• p. 37, line 1
Change “a numerical distance” to “an Euclidean distance”

• p. 39, line 3
Change “where the meaning” to “according to the image method, where the meaning”

• p. 40, Fig. 3.8
Add “True” next to the dashed line at Receiver depth = 50 m



• p. 42, Fig. 3.10
Add “True” next to the dashed line at Receiver depth = 50 m

• p. 43, Figure 3.12’s caption, line 2
Change “in Fig. 3.9.” to “in Fig. 3.9 (red dots). The cost evaluated in the full interval
[0, 7000[ m is shown by the black line.”

• p. 44, Fig. 3.14
Add “True” next to the dashed line at Frequency = 500 Hz

• p. 45, Fig. 3.15
The figure should have no title. In the caption, line 4, change “m for” to “m (white
dot) for”

• p. 46, line 1
Change “obtain more accurate acoustic estimates” to “obtain acoustic estimates with
less error”

• p. 46, line -3
Change “where the” to “where Sω is the acoustic source strength, m is the index of
the image source solution (Fig. 3.16), the”

• p. 48, Fig. 3.17
The ordinate axis label should be replaced by C(re). Add “True” next to the dashed
line at Source-receive range = 1000 m

• p. 48, line -5
Change “irregular function” to “discontinuous function”

• p. 48, line -4
Change “the acoustic modeler includes the source-receiver range in” to “the source-
receiver range is included in”

• p. 49, Figure 3.19
In the title, change “r-r e” to “r − rE”. In the caption, line 1, change “Difference
between” to “Difference in meters between”

• p. 49, Figure 3.20
In the title, change “zs-z {se}” to zs − zse. In the caption, line 1, change “Difference
between” to “Difference in meters between”

• p. 57, chapter title
Change all “m” to “M”, and “r” to “R”

• p. 63, line -6
Change “maximum of C0(θk)” to “maximum of C0(θk) (in the interval [0, 1], due to the
triangle inequality)”

• p. 64, line 6
Replace csu by su, and csl by sl



• p. 64, line 8
Replace αs by sa, and αb by ba

• p. 64, line -2
After the sentence “... in Eq. (4.2).”, the following sentence should be added: “For the
EOF coefficients, the bounds are such that a value outside the bounds would imply a
null acoustic field at every receiver”.

• p. 65, Figure 4.5’s caption
The following sentence should be appended: “Bounds chosen according to the expla-
nation in pp. 63 and 64.”

• p. 67, line 7
Change “at frequency f ... parameter value θk.” to “at frequency f , w is a... parameter
value θk, and tr is the trace operator.”

• p. 67, line -1
After the sentence “... minimizes the cost.”, the following sentence should be inserted:
“As explained with Fig. 3.2, the parameter discretization has influence on the value of
the compensating water depth.”

• p. 69, Figure 4.7’s caption, line 1
Change “depth that” to “depth (dots) that”. The following sentence should be ap-
pended: “The points for which the acoustic error is below the threshold of 0.1 are
connected by the yellow line.”

• p. 71, Figure 4.10’s caption, line 1
Change “optimal water depth that” to “optimal source-receiver range that”

• p. 82, line -6
Change “data produced” to “acoustic data produced”

• p. 83, line 7
Change “method assimilates acoustic” to “method includes acoustic”

• p. 83, line -2
Change “netween two” to “between two”

• p. 87, line 2
After the sentence “... EOF values stabilize.”, the following sentence should be added:
“This means that the first 10 days of water column CTD measurement are likely to be
sufficient to solve the problem of acoustic nowcast for the whole month.”

• p. 89, Eq. (5.3) and below

The equation should read C(θ) = 1− 1
Nf

∑Nf

k=1
wH(fk,θ)CRR(fk,ΘT )w(fk,θ)
||w(fk,θ)||2trCRR(fk,ΘT )

, and the text

below should read “where CRR(fk,ΘT ) is an estimate of the receiver data correlation
matrix at frequency fk, Nf = 10...”

• p. 89, line -3
Change “the synchronous acoustic” to “the acoustic”



• p. 91, Fig. 5.6 (b) and (c)
The title should have the following appended text: “(inversion results)”

• p. 96, Figure 5.10’s caption, line 5
Change “see list above” to “see list on p. 95”

• p. 96, Eq. (5.4)

The equation should read CB(θE, r, t) = 1− 1
Nf

∑Nf

k=1
wH(θE ,r,fk,t)CRR(ΘT ,r,fk,t)w(θE ,r,fk,t)

||w(θE ,r,fk,t)||2tr(CRR(θ0,r,fk,t))
,

• p. 98, Eq. (5.9)

The equation should read µTr(r) = 1
NzNfNt

∑Nz

k=1

∑Nf

l=1

∑Nt

m=1 CT (r, zk, fl, tm),

• p. 98, Eqs. (5.11)–(5.13)
The lower bounds in the sums should be non-coincident integer indices, and the vari-
ables in the present text replaced by variables with the integer indices. For instance,
in Eq. (5.12), the bounds should be k, l and m, and the related variables, zk, fl and
tm.

• p. 103, Fig. 5.14
Change “Baseline” to “Paramet. 1”, “RI 5 & 10 km” to “Paramet. 5”, “5 km” to
“Paramet. 2”, “10 km” (cyan line) to “Paramet. 3”, and “RD 5 & 10 km” to “Paramet.
4”.

• p. 106, Fig. 5.15’s caption
The following sentence should be appended: “An acoustic receiver array is positioned
at 5-km range from the source, to measure the acoustic field, with receivers at the
same positions as for the nowcast example —see Fig. 5.3.”

• p. 106, Remark 5.2
The variables θT and θ̂T should be replaced by ΘT and Θ̂T , respectively.

• p. 109, line -9
Change “x, and di is the corresponding value of the model output d” to “x, di is the
corresponding value of the model output d, and N is the number of samples in the
training set”

• p. 109, line -4
Change “obtained targets. The” to “obtained response. The”

• p. 110, line 3
Change “where ξi” to “where C is a user-defined constant, and ξi”

• p. 110, Eq. (5.18) and below
The equation should read K(xi,xj) = ϕT (xi)ϕ(xj), and the text below should read
“subject to appropriate constraints, in which ϕ is a vector containing the values of the
m1 basis functions. The. . . ”

• p. 114, Eq. (5.21)
The equation should read νp = 1

(F−P )Nz

∑F
f=P+1

∑Nz

k=1 |c(zk, tp)− c(zk, tf )|.
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Abstract
Maritime rapid environmental assessment exercises became rather impor-
tant. An underlying objective is to predict the evolution of the acoustic field
due to an underwater target. Main contributions to this end have relied on
accurate models of acoustic propagation, which receive baseline properties
and ocean forecasts as input. Intuitively, the most accurate oceanographic
forecast should imply the most accurate acoustic forecast. This can fail, due
to at least two reasons: 1) the full set of (space-time-variant) environmental
properties are rarely known with enough accuracy; 2) even the most sophis-
ticated propagation model cannot handle the full environmental detail in
solving propagation equations, forcing the experimenter to reduce complex
environmental features to a simplified representation. Acoustic modeling
errors appear then as inevitable. Little possibility of error minimization
exists, if the propagation model is simply run in a ‘forward’ manner. The
results presented in this work show that the acoustic error can be mini-
mized, if the propagation model is fed with an environmental parameter
vector containing two distinct sets: one, fixed and formed by the environ-
mental parameters with uncontrolled errors; the other, variable and with
errors determined in a controlled way, adapted to the errors in the first
subset. Here, the second set is treated as a distinct quantity, labeled as
“equivalent model”. It can be determined by acoustic inversion. The equiv-
alent model is employed for two objectives: to estimate the acoustic field at
a given present time (nowcast), and a given future time (forecast). Synthetic
acoustic fields, and oceanographic measurements and predictions (with the
Navy Coastal Ocean Model) obtained for the Maritime Rapid Environmen-
tal Assessment 2003 sea trial, drive the simulations. For the problem of
nowcast, the equivalent model is determined at sparse transect points, and
interpolated to points with no acoustic measurements. For the problem of
forecast, the equivalent model is furthermore ‘extrapolated’ to future time.
The ‘extrapolation’ consists of a mapping between sound speed profile and
equivalent model. When providing an estimate of the future sound speed
at the mapping input, the estimate of the future equivalent model is ob-
tained. The proposed method led to a decrease of 3–5 dB in transmission
loss estimation error, as compared to standard procedures.

Keywords: acoustic propagation model, environmental mismatch,
matched-field processing, oceanographic forecast, support vector machine.





v

Nome: Nelson Estêvão Martins
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Resumo
Os exerćıcios de estimação ambiental rápida ganharam crescente importância. Um dos ob-
jetivos subjacentes é o de prever a evolução do campo acústico devido a um alvo submarino.
Contributos importantes para este fim têm contado com modelos precisos de propagação
acústica, que recebem propriedades ambientais nominais e previsões oceânicas, à entrada.
Intuitivamente, a previsão oceanográfica mais precisa implicará a previsão acústica mais
precisa. Este racioćınio é faĺıvel, devido a, no mı́nimo, duas razões: 1) o conjunto com-
pleto das propriedades ambientais (variantes no espaço-tempo) raramente são conhecidas
com precisão suficiente; 2) mesmo o mais sofisticado dos modelos de propagação não con-
segue tratar todos os detalhes ambientais na resolução de equações de propagação, obrigando
o experimentador a reduzir caracteŕısticas ambientais complexas a uma representação sim-
plificada. Deste modo, erros de modelação acústica são inevitáveis. A possibilidade de
minimização do erro é diminuta, se o modelo de propagação for utilizado simplesmente na
forma ‘direta’. Os resultados apresentados neste trabalho mostram que o erro acústico pode
ser minimizado, se o modelo de propagação for alimentado com um vetor de parâmetros
ambientais contendo dois conjuntos distintos: um, fixo e formado pelos parâmetros ambi-
entais com erros incontroláveis; o outro, variável e com erros determinados de uma forma
controlada, adaptados aos erros no primeiro sub-conjunto. No presente contexto, o segundo
conjunto é tratado como uma quantidade distinta, rotulada de “modelo equivalente”. Este
pode ser determinado por inversão acústica. O modelo equivalente é utilizado para dois ob-
jetivos: estimar o campo acústico num momento presente (nowcast), e num momento futuro
(forecast). Campos acústicos sintéticos, medidas ambientais e previsões oceanográficas (obti-
das com o modelo Navy Coastal Ocean Model), respeitantes à campanha de mar Maritime
Rapid Environmental Assessment 2003, alimentam as simulações. No problema de nowcast,
o modelo equivalente é determinado em pontos esparsos de um transecto, e interpolado para
pontos sem medições acústicas. No problema de forecast, o modelo equivalente é também
‘extrapolado’ para o tempo futuro. A ‘extrapolação’ consiste num mapeamento entre perfil
de velocidade do som e modelo equivalente. Ao fornecer uma estimativa da velocidade do
som futura à entrada do mapeamento, é obtida a estimativa do modelo equivalente futuro.
O método proposto conduziu a um decréscimo de 3–5 dB no erro de estimação da perda por
transmissão, comparativamente a procedimentos padrão.

Palavras-chave: modelo de propagação acústica, desajuste ambiental, processamento por
ajuste de campo, previsão oceanográfica, máquina de vetor suporte.
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Chapter 1

Introduction

“If you want to build a ship, don’t drum up people to collect wood and don’t assign them
tasks and work, but rather teach them to long for the endless immensity of the sea.”

Antoine de Saint-Exupery

The ocean covers 71% of our planet, overlying one-third of the continental crust. The ocean

is used for fishing, transportation, ship craft docking in harbors, and also as a resource of

renewable energy, touristic attraction and waste disposal. The ocean drives the global cli-

mate, transporting heat from the tropics to higher latitudes, absorbing large amounts of the

carbon dioxide emitted by humankind, and also creating the conditions for the formation of

systems such as hurricanes[MRS+10, SH11]. Oceanographic physical features such as cur-

rents, upwelling and eddies define habitats for fish[MH04]. A comprehensive understanding

of oceanic processes allows to extend the accuracy and prediction window of weather systems

(e.g. El Niño)[CWH06]. This requires an extensive observation, possible with measurements

from ships, floats, moorings and satellites. Some boundaries between continental and oceanic

crust are rich in oil, gas and mineral deposits of economic importance, with a continuously

expanding exploitation[Ear90, Pag12]. As a resource of renewable energy, the ocean is a

target for strong investments on wind and tidal current converters. From all the above,

1
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2 Chapter 1. Introduction

Figure 1.1: Some of the activities in which sound is used in the ocean, to convey information:
oil/gas exploration, estimation of water column and geological properties, marine mammal commu-
nication/navigation, and monitoring of all of the above as well as of earthquake/plate dynamics and
shipping noise. The arrows represent propagation of acoustic energy.

oceanic activities are of great socio-economic importance, representing a high percentage of

the world GDP, and a source of employment opportunities[EFM+10, MHCO10].

1.1 Ocean Acoustics

Oceanic masses are immense and strongly permeable to sound. Natural evolution provided

marine mammals with an enhanced sense of hearing, on which the animals heavily rely, in

their routine behavior. Sound is one of the forms of energy that propagates farther in water,

and is as important to marine mammal life as to human exploration of the ocean. The 20th

century faced a significant development in ocean acoustical research, driven by needs such

as submarine detection, undersea communications, mapping of the ocean’s structure and

topography, localization of mines or archaeological artifacts, and the study of ocean biology.

The drawing in Fig. 1.1 represents some of the activities involving ocean acoustics, in which

the role of the latter in the transmission of information is put in evidence. These activities

are detailed in the following text.
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Research recordings released in 1970 as “Songs of the humpback whale” served as a strong

stimulus for further study of marine mammal life environments[Sto03]. In this context,

sound (songs, calls and echolocating clicks) is important for orientation, communication,

individual recognition, predator avoidance, hunting engagement, prey capture (with sound

blasting), and mating[BC03, BV11]. Available evidence suggests that cetaceans adapt to the

environment, in order to maximize range of transmission and detectability[Man00, TC00].

In a Beyond Discovery article, Victoria Kaharl wrote: “Had the world known how to

harness the extraordinary ability of sound to travel through water in 1912, the Titanic

might have had some warning of the iceberg (. . . ) that took the lives of 1522 passengers

and crew”[Kah99]. The tragic event motivated the development of tools using sound to

locate underwater objects and ocean boundaries. Basically, these tools send acoustic pulses,

whose return echoes carry information on their distance. Improved versions allow to find

submarines, buried objects and mines, and are routinely used in oil and gas exploration,

and fishing[BvVV12]. The knowledge of the shape of ocean basins is strictly a product of

acoustics. Vessels typically employ some type of commercial hydroacoustic device (bottom

profiler or side scan sonar, among others) for navigation, depth finding, seafloor mapping,

or biological detection[Her65, Cou09]. In particular, fish stocks and marine organisms (e.g.

Antarctic krill) are regularly surveyed with acoustic sounding[RIC05, RHT+12]. Fisheries

research is supported by remotely operated vehicles, which carry cameras and sound trans-

ducers, allowing to image and continuously monitor populations in areas covering thou-

sands of km2[DMD+07, JBS+09]. A recurrent problem in fishing activity is that marine

mammals get trapped by fishing gears. This problem has been solved by using acoustic

deterrent devices, ‘alerting’ marine mammals to the presence of fishing gears. The acoustic
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alarms are used for at least three purposes: to avoid bycatch of, and harmful action from

marine mammals (depredation on fish, and fishing net damage), and to minimize revenue

losses[LFMN04, GGA08]. Devices such as low-frequency “clangers”, high-intensity acoustic

“harassment” devices, and low-intensity (less intrusive) sound-generators called “pingers”

are typically used to prevent marine mammals of getting entangled in fishing nets.

Researchers in behavioral biology also use acoustics to study marine animals. An intrusive

technique known as acoustic tagging allows to locate a particular specimen. The specimen’s

skin lodges an acoustic emitter, whose periodic pulses are broadcast. Non-intrusive tech-

niques are used as well, in which the acoustic instrumentation is “passively” deployed, i.e.

listening to animal sounds, which are supplied to a processing system able to detect and iden-

tify the sound source[MSMH06, Zim11]. Acoustic-based methods allow significantly more

detections than visual surveys, and have the exclusive advantage that they can continue at

night, in poor weather and other demanding conditions[CEB86, RNS+07].

Passive acoustic monitoring systems exist worldwide, and are able to locate earthquakes,

volcanoes, and study geophysical phenomena, in some cases using an acoustic positioning

system, by deploying acoustic emitters and receivers in concert, at strategic points in the

ocean[AUfU09, KTNK10]. Sound is widely used in acoustical oceanography for the esti-

mation of ocean properties, in different spatial scales. On a scale of tens of meters, sound

is used for the estimation of currents, using acoustic Doppler current profilers[RY79]. The

latter emit sound, which is reflected back by floating scatterers (small particles or plank-

ton) which are moving at the speed of the water current. The reflected sound is modified

(distorted) by the Doppler effect, according to the scatterer speed. By analyzing the char-

acteristics of the reflected signal, it is possible to infer the speed of the scatterer, hence
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the current speed. On a scale of hundreds of meters to thousands of kilometers, sound

is used as a remote sensing tool to infer water temperature, seabed properties, and geo-

metric variables such as topography and the position of underwater acoustic sources. A

comprehensive analysis of acoustic propagation shows that the water column temperature

and salinity (even pH), and the seabed density, topography, sound speed and attenuation

to sound, determine acoustic energy paths and distortion. This defines the insonification

of the medium. The sound sensed at a particular ocean point never equals the emitted

sound, and this difference reflects the particular instantaneous ocean environmental “pic-

ture” at the time of transmission. In general, different environmental properties lead to

different types of distortion. Thus, by comparing the emitted with the distorted received

sound, it is seen that the received sound carries information of the medium, if it is possible

to recover the medium chracteristics responsible for the sound distortion. This idea was

explored by Munk and Wunsch, who proposed a technique to infer physical properties by

processing propagated signals: ocean acoustic tomography[MW79, MW82]. The evolution

of this technique resulted in a multipurpose tool, used for estimation of water temperature

and currents, sediment properties, acoustic source position, and ocean bottom stratification,

among others[DWCH94, MC98]. Advantages such as accuracy, and applicability in oceanic

basins (difficult with point measurements) and problematic regions (for example, with strong

currents), makes ocean acoustic tomography very attractive. Well-known tomography ex-

periments include the Heard Island Feasibility Test[BM92] and the Acoustic Thermometry

of Ocean Climate[Con98, DAH+07], on scales of O(104 km) and O(103 km), respectively.

A byproduct of anthropogenic activities in the marine environment is the extensive and

increasing production of noise[HW07]. Major high-level human sound sources include seis-
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mic surveys for oil and gas exploration, commercial shipping, scientific research, fishing,

and sonar systems for military purposes. Anthropogenic noise covers the full frequency

bandwidth (1 Hz–200 kHz) that marine animals use to sense their surroundings and to

communicate[Sto03, MW08]. The effect of human-generated noise on marine mammals

is a sensitive subject. On the one hand, the latter have evolved to use sound as a pri-

mary sense, and if deprived of this sense, can be expected to perish; on the other hand,

commercial shipping is injecting increased levels of noise in the ocean, which can “dis-

perse” over wide areas[SDW03, Sou05]. Cetaceans have been observed changing their be-

havior close to powerful, low-frequency sound sources (including drill rigs[Sch00] and seis-

mic operations[MMS+99]), wind farms, and omnidirectional sources such as acoustic deter-

rent devices and military echo-sounders, sometimes with injury[ONSF02, SBE+07]. Current

knowledge confirms that increased anthropogenic noise levels can induce prey evasion, strand-

ings, reduce the quality and transmission range of sounds, and cause stress or hearing loss

to marine mammals[MMS+99, AL04]. New regulatory initiatives have placed additional re-

strictions on the use of sound in the ocean, and mitigation of marine mammal endangerment

is now a consideration in the design and operation of acoustic systems[Ett12]. For instance,

restrictions were imposed that require tankers traveling to deepwater gas terminals in Mas-

sachusetts Bay to slow down to 10 knots or less, when notified with real-time acoustic buoy

detection of the presence of right whales[BBC+11, SB12]. In the context of environmental

monitoring, some long-range transmissions use broadband low-power signals with energy

spread over a large transmission time, in order to not harm marine life[MWW95, Rod02].

Maritime security has been a concern since early times, when important ocean routes were

established. Nowadays, though surface targets can be detected using e.g. radars and thermal
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imaging, sonar remains the only technology able to provide a large coverage for surface and

subsurface threat detection (in the most complex setting, with a network of sources and

receivers)[Yak08, vVBvdS11]. High-frequency sonars can be used for detection of threats like

mines[Com01, RR02]. The international exchange of goods through maritime transportation

requires ship craft docking in ports and harbors, the latter becoming sensitive in terms of

security. Current tendencies are to increase the use of inshore acoustic surveillance systems,

in integrated marine security models for harbor protection. An example of a small-scale

and silent threat is a diver or a swimmer. Swimmer detection has been tackled through the

use of Doppler sonars, installed at several Navy sites worldwide[RR02, BSRB08]. Response

measures can be taken from boats, using acoustic, explosive or less-lethal diver recall devices

(e.g. low-frequency sounds likely to cause discomfort).

One of the ultimate developments in underwater acoustics was the development of dig-

ital communication systems. These are used to link moored oceanographic instruments

to surface platforms, with real-time data delivery and a continuous monitoring of the in-

strumentation. Several sampling platforms can be acoustically connected, integrated in an

ocean observation network[APM05]. In such a system, data collection is supported by fixed

instruments and by vehicles, the latter equipped with oceanographic, acoustic and video sen-

sory, playing an important role in exploration, surveillance and patrolling[LHZ+09, VSJ11].

Computer networks find their homologs in ocean observation networks, which use acoustic

modems, gateways and rerouting schemes. Some of the network nodes are interfaced to shore

through cabled or aerial links. Two examples of on-going projects relying on observation net-

works are LIDO (Listening to the Deep Ocean Environment)[AvdSZ+11] and OOI (Ocean

Observatories Initiative)[Ack12]. The LIDO system contains modules which process real-
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time acoustic streams for assessment, classification and localization of acoustic events (e.g.

presence of cetaceans). This project includes partnerships with multidisciplinary networks

such as the European ESONET, the Canadian NEPTUNE, and the Japanese JAMSTEC

observatories[dCM11]. The OOI is a program to provide 25–30 years of expandable-network

measurements to study climate, ocean circulation and acidification, ecosystem dynamics and

seafloor processes, across a range of scales.

1.1.1 Problematic of Acoustic Propagation

The transmission of sound in the ocean is affected by its bottom topography and the distri-

bution of the physical variables (such as temperature, salinity and pressure) due to various

ocean phenomena including turbulance, internal waves, fronts, currents, vortices, eddies and

filaments. The ocean offers a significant distortion to sound, including diffraction, reflection,

scattering at rough boundaries, attenuation of compressional and shear waves by the bottom,

and in which the sound speed acts as a refraction index, determining the amount of inter-

action of sound with any particular ocean physical/geometric feature[MC98, Med05]. For

example, sound is trapped in zones of minimum sound speed[TC87]. The physical properties

responsible for sound distortion vary on space scales of millimeters to planetary, and on time

scales from seconds to geological. Summarily, the complex multi-scale space-time variability

of the properties affecting acoustic propagation induce an equally complex variability on the

phenomenon of sound propagation.

Modeling sound propagation has become as important as the phenomenon itself, mainly

during the Cold War, which required a better understanding of underwater acoustics. As

a result, great advances in sound propagation modeling were made[McC04]. Going back in
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history, Newton is normally credited with the first theoretical attempt to describe sound

propagation in a fluid[JKPS11]. More recently, in 1919, soon after the end of World War

I, Lichte published the first scientific paper on underwater sound[Lic19]. In this paper, the

author describes theoretically the bending of sound rays produced by slight temperature and

salinity gradients in the sea, and recognizes their importance in determining sound ranges.

Sound paths can be understood from Snell’s law, which relates the ray angle with respect

to the horizontal, to the local sound speed. Ray theory has historically proved to be an

indispensable tool for understanding and studying sound propagation. At the best approxi-

mation, sound propagation in the ocean is mathematically described by the wave equation,

whose parameters and boundary conditions are descriptive of the ocean environment. Over

the 80s, a number of ocean-acoustic propagation models (computer solutions to the wave

equation) have been developed, with the objective of modeling the acoustic field in various

ocean channels[Buc92]. There are essentially five approximations to describe sound prop-

agation in the sea: spectral or “fast field program”[Pek48b], normal mode[Pek48a, KP60],

ray[Lic19, PB87], parabolic equation[HT73, Ros99], and direct finite-difference[Ste88, Fri93]

or finite-element[Bur87, Hua88] methods. All these approximations allow for the ocean en-

vironment to vary with depth, representing the water column sound speed as an SSP. A

model that also permits horizontal variations in the environment, in the bottom or the

water column properties, is termed range-dependent. Furthermore, some models tackle

three-dimensional (3D) propagation, modeling horizontal refraction of acoustic energy, when

presented with a 3D environmental field. They either divide the full 3D space into N ran-

ge-dependent vertical sectors and solve a range-dependent problem for each of them (N×2D

models[CBGE+86]), or solve the wave equation in 3D coordinates (e.g. HARPO (Hamil-
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tonian ray-tracing) model[JRG87], KRAKEN (normal mode) model[Por91], and parabolic

equation models such as FOR3D[LBS92] and the models mentioned in the review papers

by Tolstoy[Tol96] and Sturm [Stu05]). An accurate simulation of acoustic propagation de-

mands for a precise environmental description (e.g. three-dimensional distribution of SSP

and bathymetry variations) on the order of fractions of a wavelength. Nevertheless, the

accuracy of the available geophysical databases is much lower than the accuracy of the

acoustic models. The lack of detailed environmental knowledge leads inevitably to a series

of approximations regarding the ocean-acoustic environment. A common approach is to as-

sume a horizontal stratification for most of the water column and bottom layer properties.

Furthermore, the insufficient spatial density of measurements of water column and bottom

properties frequently requires extrapolation. The latter might use old, inaccurate archival

data as additional data sources. At last, several approximations deviate further from reality,

in the presence of currents, tides, turbulence, and internal waves[POC63, Sku63], which are

forever disturbing whatever idealized, average picture one assumes for the medium. In sum-

mary, the amount of environmental uncertainty imposed by the complexity of the medium

itself is the primary limiting factor to the accurate modeling of sound transmission in the

ocean[Zak10]. Additionally, current propagation models have limitations regarding the ad-

missible complexity of the environmental input (for instance, regarding the description of the

bottom structure), and modeling phenomena such as backscattering, or propagation with

an extremely rough ocean surface or irregular bathymetry, with a higher impact towards

the high-frequency end[Hua12, Mar13]. Though each model specializes in (a) particular

aspect(s) of acoustic propagation, it is virtually impossible to find the model that can ac-

count for the full environmental detail, and handle all the peculiarities of propagation at all
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frequencies of interest. Finally, the ocean is a dynamic medium, in which the environment

and the acoustic/oceanographic instrumentation position (for acoustic sources and receivers,

temperature sensors, etc.) fluctuates with time, representing an additional level of difficulty

in modeling acoustic propagation.

1.2 Motivation

In the preceding text, it was evidenced that: 1) ocean science is diverse and serves mul-

tiple interests; 2) acoustic propagation is an important way of conveying information, for

both natural and anthropogenic activities; 3) modeling acoustic propagation represents a

tremendous task, with inevitable errors, when regarding the collection or use of detailed

environmental information for the relevant space-time scales, in acoustic propagation codes

with limited admissible environmental input structure.

The accomplishment of many technical/scientific operations at sea relies on the physics of

acoustic propagation, in order to understand natural phenomena, use the ocean in an efficient

and responsible way, or transmit information between observing platforms. As a general rule,

societal and economic benefits are not maximized until some sort of prediction of asset/payoff

is involved. This is clearly visible on the importance of having at hand accurate forecasts

of e.g. weather and evolution of natural hazards (such as hurricanes, cyclones, oil spills and

volcanic eruptions), possible to obtain with accurate ocean/atmosphere circulation models.

In the context of ocean acoustics, most of the activities involving sound can be optimized, if

an accurate prediction of sound levels at present and at future time is available. In view of

the immensity of the ocean, this allows, for instance, for an optimized (in space and time)

positioning of acoustic emitters/receivers to perform acoustic monitoring, ocean surveillance,
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autonomous vehicle navigation, ship route planning, prediction of sonar performance, global

warming studies, and observation and risk mitigation for cetaceans.

1.2.1 State-of-the-art

Acoustic prediction is the estimation of the acoustic field in a specific space-time domain,

which requires information concerning environmental properties (from measurements or esti-

mates). The environmental properties are usually provided to an acoustic propagation model,

and their accuracy directly impacts in the acoustic accuracy. As mentioned in Sec. 1.1.1,

current acoustic propagation modeling reflects a well grounded understanding of acoustic

propagation. With some exceptions towards the high-frequency end[Hua12, Mar13], low and

medium frequency propagation can be acceptably modeled with the more than 100 acoustic

propagation models available nowadays[Lic19, Pek48a, Pek48b, KP60, HT73, Bur87, PB87,

Hua88, LM88, Ste88, Buc92, Fri93, LB98, Ros99, McC04, JKPS11, Ett13]. In their majority,

these models predict the sound field in range and depth, and some give a prediction in the 3D

space[CBGE+86, BLK87, Por91, Stu05]. In order to have at hand accurate environmental

information to provide to the propagation model, a tremendous effort has been made in the

last three decades to develop means of sampling the ocean complexity, by using ship- and

aerial-operated instrumentation, and moored and drifting sensors. Often, the concern in an

oceanic sampling exercise is to gather most of the information about the medium, as is the

example of “Rapid Environmental Assessment”[Aka08]. The aim of this type of exercises is

twofold: 1) to gather the maximum possible information of the ocean state, to use as input

to circulation models; 2) to use the environmental information together with estimates from

the circulation models, to predict sonar performance.
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The ocean is a turbulent fluid that is driven mainly by mechanical wind forcing and

the net effect on density of surface exchanges of heat and moisture. It responds according

to conservation of mass, momentum, energy, and other properties. The resulting 3D flows

are influenced by Earth’s rotation and are regulated by internal mixing and boundary fric-

tion. Since the early eighties, the Harvard University Physical Oceanography Group has

been involved in the research and development of practical ocean nowcasting and forecasting

in real time[LRA+96b]. Some systems have emerged, having application to various open

and partially open domains from hundreds to thousands of kilometers in extent. Some of

such systems are the former quasi-geostrophic Harvard Open Ocean Model (HOOM)[RW87],

later on, the Harvard Forecast System (HFS)[RCG94], and finally, the Harvard Ocean Pre-

diction System (HOPS)[LRA+96b]. Common to many forecast systems/models is the nu-

merical solution of the primitive equation model[LPA+94] and the quasi-geostrophic equa-

tion model[OLR92]. From the inumerous models available today, other examples are the

NCOM[RBSR02], used in the present work (see Ch. 5), the Princeton Ocean Model[BM87],

the Regional Ocean Modeling System[SH94], the MITgcm[Mar97], the Hybrid Coordinate

Ocean Model[SB06] and the Modular Ocean Model[Gri12]. The main output of these mod-

els is the oceanographic forecast, consisting of estimates of the water column temperature,

salinity and current fields, at a time posterior to a measurement and estimation period. In

the present work, the term oceanographic forecast designates also any estimate of a future

SSP (derived from the temperature and salinity forecast).

One of the main problems to tackle in the present work is the estimation of acoustic

pressure or transmission loss at a future time. The estimate to be obtained is termed here

an acoustic forecast, and is computed from the oceanographic forecast issued for the same
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time sample of the acoustic forecast. An intuitive approach to obtain an acoustic forecast

consists of coupling a circulation model with an acoustic propagation model (APM), through

a coupling scheme. The set formed by the models and the coupling scheme is known as

a “coupled ocean-acoustic model”[RL94]. The first reported coupling is the Harvard Open

Ocean Model with the implicit finite difference parabolic approximation model [Rob87]. The

coupling scheme determines if the circulation model outputs are used directly or through

derived quantities by statistical models[LAL00], objective analysis[CR87], structured data

models[LRA+96a], or melding of fields[Rob97], to obtain gridded fields appropriate for direct

input to the acoustic model. Several works on coupled ocean-acoustic modeling can be

found in the literature (see [RL94], for an overview), some of which are mentioned below.

In [HSM91], a 3D ocean model provided data for input to a ray-tracing acoustic model,

to study the effect of frontal eddy features on sound propagation characteristics. One of

the main conclusions was that the propagation characteristics were comparable to those

predicted from environmental measurements and from theoretical considerations. However,

the acoustic prediction was sensitive to ocean model parameters, in particular the horizontal

eddy viscosity coefficient. In [FES02], a coupled ocean-acoustic model was introduced, for a

continental shelf/slope environment. The oceanographic component, starting from a profile

obtained from the SWARM95 data set[FOT+00], allowed for the generation and propagation

of sub-mesoscale phenomena such as internal tides and solitary waves. The results of this

component were mapped into the corresponding sound speed distribution, used as input to

a wide-angle, split-step parabolic equation which computed 400-Hz transmission loss (TL),

over 30-km range. In [LCR02], the uncertainties in the predicted low-frequency acoustic field

from a transmission from the continental slope to the shelf, in the Middle Atlantic Bight,
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are studied. Based on oceanographic data from the 1996 Shelfbreak Primer Experiment, at

New England, HOPS was initialized with 80 realizations of physical fields, and integrated

to produce 80 realizations of a 5-day sound speed forecast. The forecasts were fed into a

Naval Postgraduate School coupled-mode propagation model, to produce 80 Monte-Carlo

realizations of the TL. In [LC02, RL04, Ler06], error subspace statistical estimation (ESSE)

was employed to the estimation of 3D environmental and two-dimensional (2D) acoustical

fields, as a single coupled data assimilation problem. Both acoustic and oceanic variables

were included in a coupled state vector, and their measurements assimilated according to

their uncertainties. The goal of the assimilation was to minimize the trace of the data-forecast

error covariance[Ler99]. References [Sch02, WX06] present adaptive rapid environmental

assessment, a measurement procedure to improve the ocean estimation relevant for acoustics,

illustrated with FAF-05 exercise data. The sound speed fields and uncertainties predicted

by HOPS/ESSE were used to compute TL uncertainties (by RAM)[JKPS11], via Monte

Carlo runs. The weighted sum of those uncertainties was minimized, to guide autonomous

underwater vehicles sampling plans. In [RGH+09], the acoustic field was computed from the

sound speed predicted by super-ensemble forecast techniques, in the framework of the BP07

experiment. These techniques find ocean model output combinations which minimize data-

model errors. Pressure fields were computed with the RAM acoustic model, for frequencies

up to 1800 Hz[Col89]. In Ref. [LHJ+09], the coupling of a data-assimilative ocean modeling

system with an acoustic propagation model was carried out at sea, in real-time, for the first

time, within the BP07 exercise. A chain of operational oceanographic-acoustic forecasting,

involving in situ and external data, provided high-resolution oceanographic forecasts, the

latter used as inputs to the TNO performance prediction toolbox, ALMOST[Sch95]. To
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carry out acoustic prediction, the ocean model sound-speed forecasts were interpolated onto

a suitable grid for acoustic modeling, and the coupled system provided high-resolution sonar

performance nowcasts and predictions up to several days.

In the context of acoustical inverse problems, the situation of environmental mismatch

has been referred to in the literature as a factor precluding the successful estimation of

the ocean environment by ocean acoustic tomography. In practical setups, the environment

is divided into two components, one is fixed, and the other is variable. The former is

supposedly known from measurements, archival data, etc. The latter is unknown, and is to

be estimated from the ‘knowledge’ of the former, combined with measurements of propagated

sound. In the event that the ‘knowledge’ of the fixed component is not exact —situation of

environmental mismatch—, the estimate of the variable environment is driven to incorrect

values[CK91, Dos93, ZDF96]. In the work of D’Spain, it was observed that estimates of

source range and depth remain surprisingly coherent in the presence of large mismatch in

bathymetry, but are offset from the true position by as much as 100%[DMHB95]. Dosso and

Zakarauskas described two methods of matched-field inversion for source localization with an

inadequate knowledge of the bathymetry[DZD95]. These methods are based on determining

an acoustically-equivalent bathymetry model as part of the localization procedure. The

acoustically-equivalent bathymetry model is a bathymetric structure different from the true

one, though leading to an acoustic field very similar to the true field. In other works,

equivalent geoacoustic models were proposed and studied for different purposes, such as

parabolic equation modeling[Buc83] or the study of the effects of shear waves[LH97]. Garlan

and Démoulin considered equivalent geoacoustic models for sonar applications[DPSS00]. By

using simpler (equivalent) environmental models than their real homologs, it was possible
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to model the acoustic reflection coefficient and the data-derived impulse response with

acceptable accuracy. The authors named the obtained geoacoustic model as “sonar truth”

(from the French “vérité sonar”), as opposed to “ground truth”.

Acoustic propagation can be seen as a multivariate transformation of the full set of

environmental properties (and points of acoustic emission and reception) into the acoustic

field. Within this dependence with multiple degrees of freedom, it is a priori not impossible

that different environments/geometries can induce a similar distortion on a propagating

wave. For instance, it should not be surprising that a tone signal from a far acoustic source,

propagating in a medium with a highly reflective bottom, will be received at a particular

point, with similar characteristics as compared to one propagated from a close source,

in a medium with a highly absorbent bottom. In this example, two parameters (source

distance and bottom material) are simultaneously different between the two propagation

scenarios. This is a key point, when using an acoustic propagation model: if there is

imprecise knowledge in one parameter (for example, the source is thought of being located

closer than it is in reality) —situation of mismatch—, the acoustic effect of this error can

still be compensated, provided that an error is purposely introduced in other parameters

(for example, by using a more absorbent bottom material). In summary, in a situation of

environmental mismatch, the modeled acoustic field can be closer to the actual field, if the

propagation model is parameterized with properties shifted from the measurements[MJ09].

1.2.2 Contribution

The present work approaches the problem of acoustical estimation in the underwater context,

in a situation of environmental mismatch. In practice, it is intended to estimate the acoustic
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field produced by a hypothetical acoustic source. It is assumed that an acoustic propagation

model is used as the link between the available knowledge of the oceanic physical proper-

ties and the acoustic estimate (acoustic pressure, transmission loss, etc.). Importantly, the

question of dealing with incorrect environmental representations of the ocean for acoustic

propagation modeling is worked out. Incorrect representations arise due to environmental

uncertainty and to limitations in the environmental structure admissible by any propaga-

tion model. From the literature and empirical knowledge, it is well known that dealing

with incorrect environmental models can lead to deviations from actual measured acoustic

signals[POC63, Sku63, Zak10, Hua12, Mar13]. Nevertheless, apparently no work has been

done so far in the direction of overcoming this problem. The typical procedure in acoustic

estimation is to concentrate on the estimation of the environment. The true value of each

environmental parameter is sought individually, minimizing an environmental error. At the

end, the ensemble of minimum-error environmental parameters is provided to the propaga-

tion model, whose output is expected to produce a minimum-error acoustic estimate. The

present work proves two related aspects: 1) the acoustic estimate thus obtained is not a

minimum-error estimate; 2) the substitution of a minimum environmental error by a mini-

mum acoustical error as the estimation criterion leads naturally to a minimum-acoustic-error

solution. Here, the methodology consists in: 1) measuring the acoustic field at sparse ocean

locations; 2) infer environmental parameters by inversion of the acoustical measurements;

3) use the obtained environmental parameters in a propagation model forward run, which

produces the acoustic estimate. In the second step, the environmental parameters form the

termed “equivalent model”. In the third step, a preprocessing step is needed, when the

acoustic estimate respects to a time sample ahead in time with respect to a time window in
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which several acoustic and oceanographic measurements have been made in the area in which

to estimate the acoustic field. The preprocessing step consists in estimating the relationship

between true environment and equivalent model, and using this estimate to deduce a future

value for the equivalent model from an estimate of the future true environment. In this case,

an “acoustic forecast” is obtained, as opposed to an “acoustic nowcast”, in the previous

case. The environmental parameters to invert for can include or not properties which have

incorrect values, as long as the former are optimized (by acoustic inversion) to compensate

for the environmental mismatch. Those environmental parameters, after realized by acoustic

inversion, giving rise to the “equivalent model”, are seen here as the most valuable informa-

tion concerning the acoustic field (apart from the fixed environmental properties, either in

mismatch or not). The ground of the contribution of this work is to treat the “equivalent

model” as a quantity distinct from reality, whose values are allowed to differ from reality with

unbounded shifts, and are used directly in a propagation model, for acoustical estimation.

The proposed methods exhibit advantages with respect to conventional acoustic esti-

mation approaches, in the test cases considered. Specifically, for the problem of acoustic

nowcast, a scenario with a systematic error in the water column and in some geoacoustic

parameters was considered. A conventional method using the propagation model param-

eterized with some zero-error environmental parameters and the incorrect parameters was

compared with the proposed method, which included acoustic measurements. The proposed

method not only made explicit the optimal values of the parameters in the acoustic inver-

sion, for acoustical estimation, as also lowered the acoustic estimate error by ≈ 5 dB, as

compared to the conventional method. For the problem of acoustic forecast, a scenario with

a systematic error in some geoacoustic and geometric parameters was considered. A similar
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comparison was made between a conventional and the proposed method. In the problem of

forecast, the addition is that a forecast of the water column is required. This forecast, with

its own errors, was used, combined with the incorrect environmental properties, and other

properties with zero error. The proposed method lowered the acoustic forecast error by ≈

1.4 dB, as compared to a conventional method of direct ocean-acoustic model coupling. In

the case that the oceanographic forecast exhibits zero error, the improvement in the acoustic

estimation error can increase to ≈ 2.5 dB.

The motivation and preliminary building results for the present work are published

elsewhere[MSJ08, MJ09, MJ10, PJ10, MFJ11, CWC+11, CCM+12]. In Ref. [MSJ08], it is

pointed out the advantage of using environmental parameters inferred from acoustic inver-

sion, in the process of estimating the acoustic field. Ref. [MJ09] presents a Bayesian scheme

to compute the acoustic forecast, in a scenario with minimal environmental mismatch, and

using several approximations for the involved probability density functions. The references

[MJ10, PJ10, MFJ11, CWC+11, CCM+12] illustrate the concept of using acoustic inversion

for the problem of acoustic estimation in the context of acoustic nowcast or forecast, with

application to data sets not considered in the present report. Finally, a publication is in

preparation, which summarizes the present report[Mar14].

Report Structure

The present report is structured as follows. Ch. 2 formalizes the problem at hand; Ch. 3

defines the concept of equivalent model and illustrates its application in simple scenarios;

Ch. 4 illustrates the properties of equivalent models in a realistic scenario; Ch. 5 presents

results of acoustic nowcast and forecast in the above scenario; Ch. 6 concludes the study.



Chapter 2

Problem Statement

“Life is not a problem to be solved, but a reality to
be experienced.”

Søren Kierkegaard

This chapter explains the acoustic estimation problem to be solved in the present work.

After describing the context in real oceanic applications, it defines the concept of equivalent

model, and finally outlines the steps towards accomplishing the problem at hand.

2.1 Framework

Consider Fig. 2.1 (a), which represents an oceanic volume with a point source producing

an acoustic field u(ΘT , r, z, f), of interest to a hypothetical user. Here, ΘT is a vector

containing all the properties (environmental/geometric) influencing acoustic propagation,

and r, z and f designate range, depth and frequency, respectively. Consider now the time

samples t0 ≤ tP < tF ≤ tE, where t0 designates past initial time, tP designates present

time, tF is a future time, and tE is the final time sample. Finally, consider the problem of

estimating the acoustic field at a space-frequency estimation set E , for times t = tP (acoustic

nowcast) and t = tF (acoustic forecast), using a numerical acoustic propagation model.

Environmental information characterizing the oceanic volume is available, including water
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Figure 2.1: (a) Ocean volume in which to estimate the acoustic field produced by an acoustic source.
All the environmental properties are space-dependent. (b) Limited representation of the environment
in (a), in which the space-dependence of several environmental properties was simplified or removed, in
order to be given as input to an acoustic propagation model.

column temperature and salinity measurements for times in the interval [t0, tP ], as well as

ocean bottom data, and water column forecasts for all the times in the interval [t0, tE]. The

timeline of the estimation exercise is shown in Fig. 2.2. Taking into account the lack of

environmental knowledge in full detail, and the environmental structure admissible by the

particular acoustic propagation model of choice, or any other reason mentioned in Sec. 1.2,

the environmental properties in Fig. 2.1 (a) have to be represented in a simplified way.

This leads to a representation such as the one in Fig. 2.1 (b). Notice that there are several

differences between the properties in Fig. 2.1 (a) and the box-like representation in Fig. 2.1

(b). The horizontal dependence is rather simplified in the modeled environment in (b), where

the true environment was transformed into an ocean volume divided into two sub-volumes,
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Figure 2.2: Estimation timeline in the problem at hand: estimation of the acoustic field at any “present
time” and any “future time”.

with no horizontal dependence for physical properties. The four sound speed profiles in the

true environment were reduced to two profiles, the three sediment layers were reduced to two

layers, and the space-dependent basement was replaced by a space-independent one. In this

simplified representation, where a homogeneous sediment is used in each ocean sub-volume,

the reason for considering homogeneous materials can be a lack of geological information or

a limitation of the propagation model (which might allow for no more than one sediment

layer in each sub-volume). Thus, the user has to intuitively choose single-layer sediment

properties that describe the influence of the true multilayer sediment (at worst, the true

number of layers may be unknown) on the propagation of the frequencies of interest to the

space points of interest. In summary, environmental structures such as that of Fig. 2.1 (b)

are often subjective, turning the problem of acoustic estimation into one with a solution that

is unpredictably away from the true value.

The main argument when dealing with no better than approximate environmental de-

scriptions is that many of the environmental parameters in the simplified environmental

model have to be offset from real values, if the problem at hand is to model the ocean acous-

tic field. In the above example, this is translated by differences between the parameters in
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Figure 2.3: Idealized cost functions representing environmental and acoustic misfits. The environmental
misfit is defined as the difference between a true and an estimated environment, and has a global
minimum at ΘT . The acoustic misfit compares a true and a modeled acoustic field, is a function of the
environment, and has a global minimum at ΘE .

Fig. 2.1 (b) and their homologs in Fig. 2.1 (a). The generic idea is materialized in Fig. 2.3,

where the goals of acoustic estimation and environmental estimation are distinguished. It is

illustrated that the modeled acoustic field corresponding to a maximum ‘match’ to the real

acoustic field should be computed with an ‘optimum’ environment ΘE which is different from

the true environment ΘT (the latter minimizes the environmental cost). As a consequence

of the present reasoning, only in a situation of no environmental mismatch the values that

minimize the functions in Fig. 2.3 would coincide, thus the true environment would coincide

with the one that leads to a minimum acoustic error. The latter environment, ΘE, is thus

seen to produce an effect on acoustic propagation similar to the true environment. It can be

considered as an environmental model which is ‘equivalent’ to the true environment, from

the point of view of acoustics.

The present work claims that it is possible to cope with erroneous environmental descrip-

tions such as the one in Fig. 2.1 (b), provided that the true acoustic field is observed at a

spatial domain in the oceanic area in which to estimate the field. By using a subjective envi-

ronmental structure parameterized from an objective measurement and inference approach,
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optimal environmental values are obtained for modeling the acoustic field. Furthermore,

the optimum (from the ‘acoustic point of view’) environment can be extrapolated to future

times. The next section formalizes the concept of ‘acoustically-equivalent’ environmental

model.

2.2 Definition of Acoustically-equivalent Environmen-

tal Model

Let us consider an acoustic field u, which represents a real field, and can be seen as a function

P of range r, depth z, frequency f and true environmental properties ΘT :

u = P(r, z, f,ΘT ), (2.1)

in which P stands for the real propagation phenomenon, i.e., the natural transformation

from true environmental properties and signal frequency to the field observed at a spatial

point (r, z). The field u is to be estimated by running an acoustic propagation model. Since

the acoustic propagation model approximates the real propagation phenomenon, it is noted

as P̂ , and the associated acoustic field estimate is noted as û, which is a function of the

modeled environment Θ:

û = P̂(r, z, f,Θ). (2.2)

Consider now the objective of adjusting û to u, i.e., making P̂(r, z, f,Θ) to coincide with

P(r, z, f,ΘT ). In order to meet this objective, it is almost unavoidable that the model P̂

has to be fed with an environment ΘE different from the true ΘT , due to the previously

mentioned limitations of operational acoustic modeling. Formally, the exact equivalent model
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ΘE would satisfy the following equation:

P(r, z, f,ΘT ) = P̂(r, z, f,ΘE). (2.3)

Equation (2.3) defines the exact equivalent model as a parameter vector which leads the

modeled acoustic field to coincide with the real field. The situation of equality may be

difficult to be verified in practice, hence an approximate solution has also to be considered,

defined as:

Θ̂E(r, z, f,ΘT , C,P , P̂) = arg min
Θ
C(u, û)

= arg min
Θ
C(P(r, z, f,ΘT ), P̂(r, z, f,Θ)). (2.4)

The ‘acoustic cost function’ C(u, û) measures the dissimilarity between u and û, and is

parameterized by the environment Θ, while fixing all the remaining parameters. The value

Θ̂E(r, z, f,ΘT , C,P , P̂), which minimizes the cost, is defined as the approximate acoustically-

equivalent environmental model, or equivalent model, in short. The term “model” stands for

“parameters of a physical model of reality”, in some or all the aspects that influence acoustic

propagation, such as acoustic source depth, receiver position, water column and geoacoustic

properties.

In Eq. (2.4), it is seen that the equivalent model depends on several quantities and func-

tionals. An important dependence regards the real propagation phenomenon P . The latter

determines the characteristics of the real field u, which enters Eq. (2.3). The structure of

P determines the influence that each component of ΘT has on the definition of the acoustic

field u. Upon computing the expression (2.4), if a particular true property has weak or no in-

fluence, its equivalent counterpart can even be undetermined, or assume a value significantly

far from the true one. Since P acts differently for different values of r, z and f , the depen-
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dence of the equivalent model on P also changes with the particular acoustic receiver spatial

point and frequency of interest. Importantly, there is a dependence on the cost function C.

This dependence exists when it is not possible to obtain an exact equivalent model, which is

the current case. The dependence on frequency and space can be understood by taking into

account the intrinsic space-frequency dependence of the propagation phenomenon, and the

distance-accumulated effect of oceanographic errors when modeling acoustic propagation.

2.3 Proposed Approach

The present work aims at estimating the acoustic field in a given oceanic area, at a given

present time —acoustic nowcast— or at a given future time —acoustic forecast. A subjective

environmental model representing the true environment is taken as a starting point, together

with environmental measurements and forecasts, and sparse acoustic measurements taken in

the true environment, till present time. The overall procedure is outlined in Fig. 2.4, and

consists of the following steps:

1. Solve an acoustic inversion problem, using information from the environmental and

acoustic measurements, to estimate the equivalent model;

2. Extrapolate the equivalent model to every space and time point of interest;

3. Run an acoustic propagation model taking the extrapolated equivalent model as input,

to obtain the required acoustic nowcast or forecast.

In the problem of acoustic forecast, for which a time extrapolation is required, the extrapo-

lator takes as input both the equivalent model and the environmental measurement/forecast

time histories, indicated by the left-top arrow in Fig. 2.4. Additionally, the output of the ex-
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trapolator, which is an estimate of the equivalent model for a future time, enters the “acoustic

propagation model run” block together with the environmental forecast for the same future

time (apart from other measured static properties), as indicated with the left-bottom arrow

in Fig. 2.4.
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Space-time
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Acoustic propagation
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Acoustic
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Acoustic
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Equivalent model

Acoustic
inversion

Figure 2.4: Proposed approach to the problem to be solved in the present work: the estimation of the
acoustic field in an oceanic area, at present (acoustic nowcast) and at future time (acoustic forecast),
on particular space points. After calibration of a given acoustic propagation model, using acoustic
inversion, which takes a subjective environmental representation of the oceanic area, and gives the
equivalent model as the output, the latter is extrapolated to the required space-time points of interest.
By feeding the extrapolation result to the acoustic propagation model, the final acoustic estimate is
obtained. For the problem of acoustic forecast, environmental forecasts are necessary to extrapolate the
equivalent model, and to compute the acoustic forecast outcome at the last step —left arrows.
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Chapter 3

Equivalent Models in Idealized Media

“Supply yourself with a mental equivalent, and the
thing must come to you.”

Emmet Fox

This chapter demonstrates the use of equivalent models in idealized oceanic scenarios, to

model the acoustic field. The intention is to show by examples the influence of physical laws

on the interplay between the parameters that affect acoustic propagation. The examples,

many of which with possible analytical descriptions, provide an insight into the generic

properties and limitations of equivalent models.

3.1 Pedagogical Examples

The examples in the following sections are presented by increasing complexity. Though far

from realistic, they allow to illustrate equivalent modeling possibilities for acoustic propaga-

tion in fluids with/out frontiers and acoustic reflection at different media interfaces, including

viscoelastic media. In all the examples, the goal is to accurately model the acoustic field in a

space-frequency domain. One or several properties have an offset —situation of environmen-

tal mismatch. There will be a search for values of (an)other property(ies) —the equivalent

parameter(s)—, optimum(al) in the sense that the full environmental vector allows to obtain
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r

Figure 3.1: Vibrating sphere in an unbounded (infinite) medium (adapted from Jensen et al.[JKPS93]).

an acoustic field very similar (when not equal) to the true one.

3.1.1 Unbounded Medium

Let us consider a spherical sound source in an unbounded medium, as illustrated in Fig. 3.1.

The field Ψ(f, r, c) produced by the source, proportional to the displacement potential, is

given by[JKPS93]:

Ψ(f, r, c) =
ei2πfr/c

r
, (3.1)

where f is the wave frequency, r is the distance from the source, and c is the propagation

speed. Thus, the field depends on three variables: f , r and c. For a fixed wave frequency,

two cases will be shown: a sound speed mismatch compensated by an equivalent distance,

and a distance mismatch compensated by an equivalent sound speed. In the notation, the

subscript “M” is used for quantities in mismatch, while “E” is used for equivalent quantities.

Sound Speed Mismatch Compensation by Equivalent Distance In the case that

the sound speed is erroneously taken to be cM 6= c, the purpose is to find the equivalent

distance rE that guarantees that the true acoustic field Ψ(f, r, c) is exactly equal to the field
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ΨE(f, rE, cM) produced with the sound speed in mismatch and the equivalent distance,

ΨE(f, rE, cM) =
ei2πfrE/cM

rE
. (3.2)

This amounts to solve the following equation w.r.t. rE:

ei2πfr/c

r
=

ei2πfrE/cM

rE
. (3.3)

Equation (3.3) has no solution in rE, if cM 6= c, because any attempt to equate the phases in

both sides of the equation will lead to different field magnitudes. In conclusion, there is no

value of distance that can completely compensate for the sound speed mismatch, i.e., there

is no exact equivalent distance following the definition in Eq. (2.3). It is thus legitimate to

search for an approximate equivalent distance according to the definition in Eq. (2.4). In the

search for an approximate equivalent distance, the acoustic cost is here defined as a simple

Euclidean distance measure:

C(re) =

∣∣∣∣ei2πfr/cr
− ei2πfre/cM

re

∣∣∣∣ , (3.4)

where re represents a candidate approximate equivalent distance. The approximate equiva-

lent distance rE is defined as the value that minimizes C(re). Let us consider the following

simulation parameters:

f = 500 Hz,
r = 5 km,
c = 1500 m/s,

(3.5)

and the following value for the sound speed in mismatch:

cM = 1503 m/s. (3.6)

In this case, the cost as a function of distance re is shown in Fig. 3.2. The cost never attains

zero, and has the minimum value of 1.1×10−3, for rE = 5.012 km. As understood from
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Figure 3.2: (a) Acoustic cost as a function of distance. The approximate equivalent distance is 5.012
km, as seen in the detailed representation in (b). The cost corresponding to the true distance (5 km)
is 2.8×10−3, while the one corresponding to the equivalent distance is 1.1×10−3, 2.5 times smaller.
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Figure 3.3: True (X) and candidate (–) acoustic fields. The sound speed in mismatch is 1503 m/s
(the true value is 1500 m/s). The candidate fields are computed with the sound speed in mismatch,
for several candidate distances in the interval [4.98, 5.02] km, defining a contour in the complex plane
which does not contain the true field.

Fig. 3.2, the discretization of the search space will determine the value of the estimated

equivalent distance. The true and candidate acoustic fields corresponding to the cost in Fig.

3.2 are shown in Fig. 3.3. It can be seen that the candidate field defines a contour in the

complex plane which converges to the origin as the candidate distance tends to infinity, and

that the candidate field never coincides with the true one.

It is interesting to quantify the difference between compensating or not for environmental

mismatch. A test was done in which the acoustic field was computed, without compensating

for the sound speed in mismatch, which varied between 1402 and 1550 m/s, and is shown
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in red, in Fig. 3.4. The field thus obtained defines a circle in the complex plane with
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Figure 3.4: Effect of compensation for a sound speed in mismatch, in the case of an unbounded medium,
with the simulation parameters described in the Eq. system (3.5). The sound speed varied between
1490 and 1545 m/s. The true field is represented by the cross; the field computed with the sound
speed in mismatch is represented in red, with all the points lying in a circle; the field computed after
compensation (by optimizing for distance) for each value of sound speed in mismatch, is represented in
the black cloud.

radius 1/r = 2.0 × 10−4, according to the definition in Eq. (3.1). The field obtained after

compensating for the sound speed mismatch is shown by the black dots. It can be seen

that, if no compensation is done, the resulting acoustic field can be far from the true value

(cross). Two such points are shown on the squares in Fig. 3.4, which show that a small

difference in the sound speed in mismatch can change the field to be significantly different,

showing how unpredictable the field estimation can be, in the presence of mismatch. After

compensation, most of the acoustic field estimates are located close to the true field. One

of them, corresponding to the worst compensation in terms of the cost in Eq. (3.4), for the

values tested, is the one corresponding to a sound speed of 1503 m/s (in mismatch). For
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this case, the field obtained when no compensation is done is the intersection of the circle

with the dashed line in Fig. 3.4, while the one obtained after compensation is represented

by the triangle.

In certain applications, the elected acoustic quantity to be modeled is the transmission

loss. In terms of the field Ψ(f, r, c), it can be defined as:

TL(f, r, c) = −20 log10 |Ψ(f, r, c)|

= 20 log10 r, (3.7)

which, noticeably, is not a function of sound speed c. This allows to conclude that any

transmission loss estimate, in an unbounded propagation medium, is insensitive to errors in

sound speed, and sensitive exclusively to errors in distance.

Distance Mismatch Compensation by Equivalent Sound Speed In the case that

an erroneous distance rM is considered, the idea is to find an equivalent sound speed cE that

guarantees that the true acoustic field Ψ(f, r, c) is exactly or approximately equal to the field

ΨE(f, rM , cE) produced with the distance in mismatch and the equivalent sound speed,

ΨE(f, rM , cE) =
ei2πfrM/cE

rM
. (3.8)

The equivalence problem at hand amounts to solve the following equation w.r.t. cE:

ei2πfr/c

r
=

ei2πfrM/cE

rM
. (3.9)

This equation has no solution in cE, if rM 6= r, because this condition prevents the left- and

right-hand sides of Eq. (3.9) from having the same magnitude. In conclusion, there is no

exact equivalent sound speed that can completely compensate for the distance mismatch.
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Figure 3.5: Acoustic cost as a function of sound speed. Three from the infinite number of approximate
equivalent sound speeds correspond to the three minima lying in the dashed line. The cost corresponding
to the true sound speed is 2.0×10−2, while the one corresponding to the equivalent distance is 2.0×10−3,
10 times smaller.

Let us define an acoustic cost function as a numerical distance measure, with the same

structure as the one in Eq. (3.4), this time a function of the candidate equivalent sound

speed ce:

C(ce) =

∣∣∣∣ei2πfr/cr
− ei2πfrM/ce

rM

∣∣∣∣ . (3.10)

The approximate equivalent sound speed(s) can be defined as the one(s) that minimize(s) this

cost. Let us consider the simulation parameters in the Eq. system (3.5), and the following

distance in mismatch:

rM = 5.05 km. (3.11)

For the above parameter values, the cost function in Eq. (3.10) has an infinite number

of global minima (with a cost value of 2.0×10−3), due to the fact that the sound speed

influences only the phase of the complex field, as seen in Eq. (3.1). Three of the global

minima are shown in Fig. 3.5. In summary, there are an infinite number of equivalent sound

speeds, situation which can be defined as multiple equivalent modeling. The infinite set

of equivalent sound speeds is the multiple equivalent model for the considered scenario and

particular distance mismatch.
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Figure 3.6: Transmission loss error as a function of relative mismatch in distance (in percentage).

Regarding the estimation of transmission loss in the presence of environmental mismatch,

some notes are worth mentioning. According to Eq. (3.7), the transmission loss correspond-

ing to a distance with a mismatch εr, rM = r + εr, is given by:

TL(rM) = 20 log10 rM

= 20 log10(r + εr). (3.12)

A transmission loss error measure can be defined by:

TL(r)− TL(r + εr) = 20 log10

1

1 + εr/r
, (3.13)

hence completely characterized by the relative mismatch εr/r. For a relative mismatch

expressed in percentage ranging from -20% to 20%, the error is shown in Fig. 3.6. Finally,

the transmission loss is not a function of sound speed, which implies that the error induced

by a distance mismatch cannot be compensated by any value of equivalent sound speed.

3.1.2 Homogeneous Halfspace

Let us consider an acoustic source in a homogeneous halfspace, as illustrated in Fig. 3.7. In
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Figure 3.7: Point source at S placed in a fluid with a perfectly reflecting surface on the top.

this scenario, it is known that the acoustic pressure produced by the source is exactly given

by[JKPS93]:

p(f, r, z, zs, c) =
eikR1

R1

− eikR2

R2

,

=
ei2πf
√
r2+(z−zs)2/c√

r2 + (z − zs)2
− ei2πf

√
r2+(z+zs)2/c√

r2 + (z + zs)2
, (3.14)

where the meaning of the variables can be understood from Fig. 3.7. The pressure depends

thus on five variables: frequency f , source-receiver range r, receiver depth z, source depth

zs and sound speed c. Let us assume that an incorrect value of source depth zsM is used

to model the acoustic field. In the next paragraph, this source depth in mismatch will be

compensated by optimization for receiver depth; following that exercise, the optimization

will be performed for both receiver depth and source-receiver range.

Source Depth Mismatch Compensation by Equivalent Receiver Depth Let us

consider the search for an equivalent receiver depth that compensates for a source depth

mismatch. In order to find the equivalent value, it is required to solve the following equation

w.r.t. equivalent receiver depth zE:

ei2πf
√
r2+(z−zs)2/c√

r2 + (z − zs)2
− ei2πf

√
r2+(z+zs)2/c√

r2 + (z + zs)2
=

ei2πf
√
r2+(zE−zsM )2/c√

r2 + (zE − zsM)2
− ei2πf

√
r2+(zE+zsM )2/c√

r2 + (zE + zsM)2
.(3.15)
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Figure 3.8: Cost function used to determine the equivalent receiver depth to compensate for the source
depth mismatch (101 m, instead of the true 100 m). The function has a single global minimum at
z = 2868 m, hence this value of depth is a global equivalent model. The cost for the true value of 50
m (dashed line) is 1.5×10−5, while for the equivalent value, it is 5.2×10−7, 29 times smaller.

Due to the impossibility of finding a solution to Eq. (3.15), an approximate equivalent

receiver depth is searched for, such that it minimizes the cost expressed as:

C(ze) =

∣∣∣∣∣ei2πf
√
r2+(z−zs)2/c√

r2 + (z − zs)2
− ei2πf

√
r2+(z+zs)2/c√

r2 + (z + zs)2
−

−ei2πf
√
r2+(ze−zsM )2/c√

r2 + (ze − zsM)2
+

ei2πf
√
r2+(ze+zsM )2/c√

r2 + (ze + zsM)2

∣∣∣∣∣ , (3.16)

where ze designates a candidate equivalent receiver depth. For illustration purposes, a

simulation scenario was defined with the values below:

f = 500 Hz,
r = 5 km,
z = 50 m,
zs = 100 m,

zsM = 101 m,
c = 1500 m/s.

(3.17)

Figure 3.8 represents the cost function defined in Eq. (3.16), with the parameters defined

in the Eq. system (3.17). The global minimum cost is located at 2868 m, a value extremely

far from the true value of 50 m.

An important question regarding the equivalent model is its generalization. In a problem

of estimation of the acoustic field in an oceanic area, it is desirable to have at hand an
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equivalent model parameterization sufficiently generic, such that the same parameter values

can be used to model the acoustic field with an acceptable accuracy at any point in the area.

Otherwise, it is demanded to deploy a high quantity of receivers, in order that each one

gives the equivalent model value corresponding to its position or surrounding area. In the

present example, the problem of equivalent model generalization was addressed by analyzing

the values of the equivalent model as a function of (true) source-receiver range. The range

varied between 4 and 6 km, and the remaining parameters were taken from the Eq. system

(3.17). The obtained equivalent receiver depths are shown in Fig. 3.9. This figure shows
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Figure 3.9: Equivalent receiver depths defined as the values that globally minimize the cost in Eq.
(3.16), as a function of true source-receiver range.

that, in general, the equivalent receiver depth varies inversely with true source-receiver range.

Additionally, the equivalent values present a large spread, covering the interval [490, 6200]

m. After fixing again the true range at 5 km, let us analyze the cost function in the interval

[48, 51] m, shown in Fig. 3.10. In this interval, the cost attains a minimum at 48.8 m. If

the cost is computed exclusively for this interval, then the equivalent receiver depth becomes

equal to 48.8 m, since this is the value that minimizes the cost in the analyzed interval.

This idea leads to the concept of local equivalent model. It minimizes the cost function

only locally, as opposed to the global minimizer defined in Eq. (2.4). In the case shown,
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Figure 3.10: Detail of the cost function in Fig. 3.8, in the interval [48, 51] m. In this interval, the
function has the single minimum of 8×10−6, at zE = 48.8 m.
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Figure 3.11: Local equivalent receiver depths defined as the values that locally minimize the cost in
Eq. (3.16). The optimization search interval is defined as [z − 10, z + 5], where z is the true receiver
depth. The equivalent depths are shown as a function of true source-receiver range.

the receiver depth of 48.8 m is a local equivalent receiver depth which compensates for the

source depth mismatch. When varying the true range between 4 and 6 km, and considering

local search intervals defined as [z − 10, z + 5], the obtained local equivalent receiver depths

are those shown in Fig. 3.11. This result is to be compared with the one in Fig. 3.9.

Similarly to what happened in the previous case, the local equivalent depths vary inversely

with true range. However, all of them are contained in the small interval [48.1, 49.4] m. In

this example, the local equivalent model is seen as advantageous over the global equivalent

model, in that it can be estimated at some acoustic observation points, and be used to model

the field at other points. If the global equivalent model is used instead, it can be overfitted
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Figure 3.12: Cost in Eq. (3.16) evaluated with the acoustic field generated with the parameters in Eq.
(3.17) and the acoustic field corresponding to the global equivalent depths in Fig. 3.9.
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Figure 3.13: Cost in Eq. (3.16) evaluated with the acoustic field generated with the parameters in Eq.
(3.17) and the acoustic field corresponding to the local equivalent depths in Fig. 3.11.

to the particular observation point, as seen in the following. An estimation exercise was

performed, in which it is intended to model the acoustic field at the point described in the

Eq. system (3.17), using every equivalent receiver depth from the ones in Fig. 3.9, one at

a time. The quality of the acoustic estimate was measured by computing the cost in Eq.

(3.16), with zE equal to each of the global equivalent receiver depths. The result is shown on

the red points in Fig. 3.12. This figure shows that large cost values do occur, evidencing that

the equivalent receiver depths are overfitted to their respective spatial points. If the same

exercise is done by considering local equivalent receiver depths, using the values shown in

Fig. 3.11, then the modeling cost is as shown in Fig. 3.13. Clearly, the cost does not change

significantly, since the values of local equivalent receiver depth are similar. Additionally,
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Figure 3.14: Equivalent receiver depth as a function of frequency, for the simulation parameters in Eq.
(3.17).

and not less important, the cost values obtained with local equivalent receiver depths are in

general significantly lower than the ones obtained with global equivalent receiver depths, as

seen by comparing Figs. 3.13 and 3.12. This illustrates that local equivalent models may

prevent overfitting, maintaining reduced residual acoustic errors.

An important issue is that the equivalent model is a function of frequency, which is

illustrated in the following. For frequencies in [0, 2000] Hz, the local equivalent receiver

depth, for the parameter values in the Eq. system (3.17), is shown in Fig. 3.14. As seen

in this figure, the equivalent receiver depth exhibits a (non-periodic) oscillating pattern.

This is due to the dependence of the pressure phase on frequency, as seen in Eq. (3.14).

The frequency dependence of the equivalent receiver depth presents essentially two regimes.

In one of them, the frequency bands are modeled with an almost frequency-independent

equivalent receiver depth (e.g. the 1400–1600-Hz band). In the other one, the dependence on

frequency is stronger, demanding for acoustic observations to be made at finer-discretization

frequency intervals, in order to better capture the frequency-dependence of the equivalent

model (e.g. the 1800–1900-Hz band).
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Figure 3.15: Cost function used to determine the equivalent (source-receiver range, receiver depth) pair
to compensate for source depth mismatch (90 m, as compared to the true 100 m), in the fluid halfspace
scenario. In the (source-receiver range, receiver depth) search space, the minimum is 7.0×10−6, giving
the equivalent values (986, 11) m for the equivalent source-receiver range and depth, respectively.

Source Depth Mismatch Compensation by Equivalent Receiver Depth and

Source-receiver Range Let us consider the search for both equivalent receiver depth

and source-receiver range that compensate for a mismatch in source depth. In this case,

it is required to solve an equation with the same structure as Eq. (3.15) w.r.t. the pair

(zE, rE):

ei2πf
√
r2+(z−zs)2/c√

r2 + (z − zs)2
− ei2πf

√
r2+(z+zs)2/c√

r2 + (z + zs)2
=

ei2πf
√
r2E+(zE−zsM )2/c√

r2
E + (zE − zsM)2

− ei2πf
√
r2E+(zE+zsM )2/c√

r2
E + (zE + zsM)2

. (3.18)

The presence of two degrees of freedom is not enough to provide a solution to the equation.

Proceeding as above, an approximate equivalent depth-range pair is then searched for, such

that it minimizes the cost function in Eq. (3.16). Fig. 3.15 shows the cost, in the intervals

[5, 20] m and [970, 1030] m for receiver depth and source-receiver range, respectively. The

minimum cost in Fig. 3.15 is 116 times smaller than the one attained via the compensation

given only by the receiver depth (see Fig. 3.8). This shows that, by giving freedom to more

parameters, thus increasing the number of degrees of freedom intrinsic to the equivalent
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Figure 3.16: Point source in an ideal waveguide. The distances R0n, n = 1, 2, ..., 4 are relative to the
depth (z) axis.

model vector, it is possible to obtain more accurate acoustic estimates.

3.1.3 Ideal Waveguide

Let us consider an acoustic source in an ideal waveguide, as illustrated in Fig. 3.16. In this

type of scenario, it is known that the acoustic field produced by the source is exactly given

by:

Ψ0(r, z) = −Sω
4π

∞∑
m=0

[
eikRm1

Rm1

− eikRm2

Rm2

− eikRm3

Rm3

+
eikRm4

Rm4

]
, (3.19)

with

Rmn =
√
r2 + z2

mn,
zm1 = 2Dm− zs + z,
zm2 = 2D(m+ 1)− zs − z,
zm3 = 2Dm+ zs + z,
zm4 = 2D(m+ 1) + zs − z,

(3.20)

where the meaning of the fundamental variables can be understood from Fig. 3.16, and D

is the vertical depth of the duct (waveguide thickness)[JKPS93]. In the present context, let

us consider, as an approximation to Ψ0(r, z), a reference field built only with the first three
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image source solutions, which is to be estimated:

Ψ(r, z) = −Sω
4π

[
eikR01

R01

− eikR02

R02

− eikR03

R03

+
eikR04

R04

]
, (3.21)

where k = 2πf/c is the wavenumber. It is seen that the field depends on five variables:

frequency f , receiver range r, receiver depth z, source depth zs and duct depth D. In the

following, an equivalent modeling exercise is presented, in which the requirement is to find

the equivalent source-receiver range that compensates for a duct depth mismatch. In this

case, the following equation is to be solved w.r.t. equivalent source-receiver range rE:

Ψ(f, r, z, zs, D) = ΨE(f, rE, z, zs, DM), (3.22)

where ΨE is the acoustic estimate and DM is the duct depth in mismatch. On the impos-

sibility of solving Eq. (3.22), a numerical solution was searched for as the argument that

minimizes the following cost:

C(re) = |Ψ(f, r, z, zs, D)−Ψe(f, re, z, zs, DM)| , (3.23)

where re and Ψe designate a candidate equivalent source-receiver range and the corresponding

candidate acoustic field, respectively. Illustrative results consider the following simulation

parameters:
f = 100 Hz,
r = 1 km,
z = 100 m,
zs = 100 m,
c = 1500 m/s,
D = 200 m,

DM = 202 m.

(3.24)

For the above parameters, the cost function in Eq. (3.23) is represented in Fig. 3.17,

giving the value 957 m for the equivalent source-receiver range. The value of the equivalent

source-receiver range as a function of duct depth in mismatch was computed, and is shown
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Figure 3.17: Cost function to determine the equivalent source-receiver range to compensate for duct
depth mismatch (202 m, against the true 200 m), in the ideal waveguide scenario. The minimum cost
is 6.0×10−10.
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Figure 3.18: Equivalent source-receiver range as a function of duct depth in mismatch, to (approxi-
mately) model acoustic propagation in the ideal waveguide of Fig. 3.16.

in Fig. 3.18. This figure supports the classical result that an overestimated duct depth

induces an overestimated source-receiver range[Tol92]. The difference between the true and

the equivalent source-receiver range as a function of true source-receiver range and receiver

depth is shown in Fig. 3.19. It is seen that the equivalent source-receiver range is a rather

irregular function of the spatial point in which to estimate the acoustic field. This implies

that a dense waveguide acoustic sampling might be necessary, if the acoustic modeler includes

the source-receiver range in the equivalent model vector, in an acoustic estimation exercise.

A second acoustic estimation exercise was performed, in which (only) the source depth is

adjusted to compensate for the duct depth mismatch. The result in terms of offset from true
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Figure 3.19: Difference between the true and the equivalent source-receiver range, as a function of true
source-receiver range and receiver depth. The true duct depth and the one in mismatch are 200 and
202 m, respectively.
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Figure 3.20: Difference between the true and the equivalent source depth, as a function of true source-
receiver range and receiver depth. The true duct depth and the one in mismatch are 200 and 202 m,
respectively.

value as a function of duct point, is shown in Fig. 3.20. This result shows the classical effect

of the overestimated duct depth inducing the acoustic source to appear shallower[Tol92].

By comparing Figs. 3.20 and 3.19, it is seen that the generalization properties of the

equivalent model depend strongly on the nature of the equivalent parameters. While the

equivalent source-receiver range varies significantly with space (see Fig. 3.19), the same is

not verified for the equivalent source depth (see Fig. 3.20). This applies for this particular

case of duct depth mismatch and frequency.
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3.1.4 Equivalent Models on Wave Reflection

Following is a description of interesting cases concerning the use of equivalent models on

acoustic wave reflection. Here, the aim is to illustrate the interplay between the parameters

that typically characterize the water column and the ocean bottom at the interface between

these two media, in order to estimate the acoustic field using equivalent models. This analysis

is derived from ray theory, which models acoustic propagation as a phenomenon in which

the energy emanates from the acoustic source in all directions, following particular paths.

These paths are structured mainly according to the refraction index, which is a function of

sound speed, and the attenuation and density of the materials in which sound propagates.

According to Refs. [JKPS93, ER12], in an ideal scenario in which a fluid halfspace overlays

a viscoelastic halfspace (as in Fig. 3.21), it is possible to conclude that the acoustic pressure

is a function of the same quantities as the reflection coefficient. The reflection coefficient

for a fluid-viscoelastic interface is defined e.g. in Ref. [Pap94], and is a function of density,

sound speed and attenuation in both media. The following sections elaborate on particular

cases of reflection, illustrating the goal of computing the same reflection coefficient with

an equivalent environmental parameterization. Two cases are considered, namely fluid-fluid

and fluid-viscoelastic interfaces.

Reflection at a Fluid-fluid Interface

Let us concentrate on the case in which the two media are homogeneous fluids, with densities

ρi and sound speeds ci, i = 1, 2, i.e. a simplified version of the scenario in Fig. 3.21, where the

bottom halfspace is described by zero shear speed and attenuation. In this type of scenario,
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Figure 3.21: Reflection and transmission at a fluid-viscoelastic interface (adapted from Ref. [JKPS93]).

according to Ref. [Pap94], the reflection coefficient is exactly given by:

R =
ρ2c2/ sin θ2 − ρ1c1/ sin θ1

ρ2c2/ sin θ2 + ρ1c1/ sin θ1

, (3.25)

where

θ2 = arccos

(
c2
c1

cos θ1

)
. (3.26)

It is seen that the reflection coefficient depends on five variables: bottom density ρ2, bottom

sound speed c2, water density ρ1, water sound speed c1 and grazing angle θ1. In searching

for equivalent environmental parameters in the present scenario, it was considered that any

environmental parameter can be in mismatch. Taking into account that the starting point

is to equate the reflection coefficients corresponding to the true environment and the one in

mismatch, the equivalence is determined by solving the following equation:

R(ρ1, ρ2, c1, c2, θ1) = R′(ρ′1, ρ′2, c′1, c′2, θ′1), (3.27)

where R′ designates the estimated reflection coefficient, and all the other quantities notated

with a prime ′ can be or not be in mismatch. Let us consider that only one among the five

independent environmental parameters is optimized for equivalent modeling. In this case,

the solution to the equivalence problem is the solution to Eq. (3.27) with respect to the
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particular parameter to optimize for. The solution for each parameter (the subscript “E”

designates an equivalent quantity), except the angle, is given as:

ρ1E = ρ1 ×
c1c
′
2ρ
′
2 sin θ′1

√
1− (c2 cos θ1/c1)

2

c′1c2ρ2 sin θ1

√
1− (c′2 cos θ′1/c

′
1)

2
, (3.28)

ρ2E = ρ2 ×
c2c
′
1ρ
′
1 sin θ1

√
1− (c′2 cos θ′1/c

′
1)

2

c′2c1ρ1 sin θ′1

√
1− (c2 cos θ1/c1)

2
, (3.29)

c1E = c′2

√
A−B + C

c2ρ2ρ′1 sin θ1

, (3.30)

c2E = c′1
c2ρ2ρ

′
1 sin θ1√

A−B + C
, (3.31)

where

A = (c1ρ1ρ
′
2 sin θ′1)

2
, (3.32)

B = (c2ρ1ρ
′
2 cos θ1 sin θ′1)

2
, (3.33)

C = (c2ρ2ρ
′
1 cos θ′1 sin θ1)

2
. (3.34)

In particular, notice that the equivalent densities ρ1E and ρ2E are scaled versions of the

true densities ρ1 and ρ2, respectively. Among the various possibilities of mismatch and

compensation, some interesting cases are reported in the following.

Density-density Compensation In the case that every parameter is correct except the

density in one medium, then it is possible to obtain the true reflection coefficient with the

density value in mismatch and an equivalent value for the density in the other medium

(particular form of Eq. (3.28) or (3.29)). For example, if the density ρ2 is in mismatch, with

the value ρ2M , then the equivalent density

ρ1E = ρ1 × ρ2M/ρ2 (3.35)
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Figure 3.22: Family of top-bottom halfspace density pairs which lead to the same reflection coefficient,
in the fluid-fluid reflection case.

assures that the estimated reflection coefficient R′ has zero error. The simplicity of this

compensation can be understood by the fact that the reflection coefficient in Eq. (3.25) can

be written as a function of the density ratio ρr = ρ2/ρ1 (among the other parameters):

R =
ρrc2/ sin θ2 − c1/ sin θ1

ρrc2/ sin θ2 + c1/ sin θ1

. (3.36)

An illustration is done in Fig. 3.22, for the following parameters:

ρ1 = 1 g/cm3,
ρ2 = 1.75 g/cm3.

(3.37)

The equivalent density does not depend on grazing angle. Thus, if the top halfspace is

replaced by a homogeneous fluid waveguide, then the relationship in Eq. (3.35) will be

applicable to any reflection angle, independently of the interaction of the acoustic energy

with the top boundary, and of ray refraction, consequently allowing to obtain a zero-error

acoustic pressure with the equivalent density (see, for example, Refs. [JKPS93, ER12], for

the relation between reflection coefficient and acoustic pressure). This equivalence relation

holds independently of acoustic source and receiver geometry, which cannot be in mismatch.
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Figure 3.23: Family of top-bottom halfspace sound speed pairs which lead to the same reflection
coefficient, in the fluid-fluid reflection case.

Sound Speed-Sound Speed Compensation As compared to density, a similar relation

exists for sound speed. In other words, it is possible to obtain the true reflection coefficient

by using a value of sound speed in mismatch for one medium and a compensating value of

equivalent sound speed for the other medium. These values must satisfy the relation:

c′1/c1 = c′2/c2, (3.38)

where the prime ′ denotes either a situation in which c1 is in mismatch, compensated by an

equivalent c′2, or a situation in which c2 is in mismatch, compensated by an equivalent c′1.

This relation is understood by the fact that the reflection coefficient can be written in terms

of sound speed ratio cr = c2/c1 (among others), as follows:

R =
ρ2cr/

√
1− c2r cos2 θ1 − ρ1/ sin θ1

ρ2cr/
√

1− c2r cos2 θ1 + ρ1/ sin θ1

. (3.39)

An illustration is done in Fig. 3.23, for the following parameters:

c1 = 1500 m/s,
c2 = 1520 m/s.

(3.40)

It is seen that an exaggerated error in the bottom fluid sound speed can be completely
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compensated by an exaggerated error in the top fluid sound speed. As in the previous case,

any layer or both layers can be replaced by finite layers, hence it is possible to obtain a

modeled acoustic pressure with zero error.

Reflection at a Fluid-elastic or Fluid-viscoelastic Interface

For this type of scenario, an expression for the reflection coefficient can be found in Ref.

[Pap94]. Similarly to what is verified for the fluid-fluid interface, the reflection coefficient

is invariant to density ratio. However, an invariance to sound speed ratio does not exist,

possibly because upon reflection of a fluid-incoming compressional wave, the refracted wave

is split into a compressional and a shear wave propagating in the bottom halfspace. In

a fluid-elastic or fluid-viscoelastic interface, several cases of equivalence can be defined,

though the equivalent model is a function of grazing angle, except in the case of a mismatch

exclusively in density. Thus, when aiming to model the full pressure field with an equivalent

model, a different equivalent model has to be used for each grazing angle. This implies

that the equivalent model can be fully characterized only after a ray-by-ray computation

is issued. This demands the knowledge of the grazing angle of every reflection instance of

every acoustic ray that connects the source to the receiver (eigenray), which is impractical,

when not impossible.

3.2 Summary

The present chapter illustrates by examples the main properties and categories of equiva-

lent models, using simple and idealized acoustic propagation media. Four notes are worth

mentioning, as follows. First, environmental mismatch does not always preclude obtaining

an accurate acoustic estimate. For example, there are cases in which the transmission loss



56 Chapter 3. Equivalent Models in Idealized Media

is insensitive to some parameters, hence the latter are allowed to be unknown. This lack of

knowledge is not tolerated, if the quantity to be modeled is the acoustic pressure in mag-

nitude and phase, for the same scenario. Nevertheless, should the parameters relevant to

define the transmission loss have incorrect values, the latter cannot be compensated by any

value of the parameters to which the loss is insensitive. The same does not happen for com-

plex acoustic pressure. The above statements apply also to the space-frequency domain, in

which the particular point will determine the consequence of environmental mismatch, and

the possibility of compensation for this mismatch. Second, the complexity of the equivalent

model determines the accuracy of the acoustic estimate. The final acoustic error decreases

with an increasing number of equivalent environmental parameters. Third, the value of the

equivalent model depends on space and frequency, and also on the cost function employed

to compute the model. This fact comes from the definition of equivalent model. Finally,

in terms of typology, and taking into account the characteristics of the cost function that

defines the equivalent model, the latter can be classified as:

� global —if it globally minimizes the cost function— or local —if it corresponds to a

local minimum;

� exact —if it makes the cost function to vanish— or approximate —otherwise;

� single —if it is the unique minimizer in the search interval— or multiple —otherwise.



Chapter 4

Equivalent models in realistic media

“A couple of months in the laboratory can save a couple of hours in the library.”

Frank H. Westheimer

The problem to be solved in the present work is to estimate the acoustic field in an

ocean transect. The acoustic field to be estimated (“true field”) was synthesized from the

real oceanographic data collected during the Maritime Rapid Environmental Assessment

2003 (MREA’03) sea trial, for a period of approximately one month. The estimation of the

acoustic field at future times (acoustic forecast) makes use of the oceanographic forecasts

computed with the Navy Coastal Ocean Model (NCOM). This chapter starts with a descrip-

tion of the real environmental data (Sec. 4.1), detailing the oceanographic measurements

and predictions relevant for the present work. Taking into account the importance of using

equivalent models, Sec. 4.2 describes important inter-parameter compensation possibilities,

relevant for defining the structure of the equivalent model whose application to a realistic

estimation exercise is shown in the next chapter.
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4.1 Real and forecast environmental data

This section summarily describes the MREA’03 sea trial, and presents relevant oceanographic

aspects of the experimental area. The MREA’03 acoustic-oceanographic sea trial took place

in the vicinity of Elba Island, in the Ligurian Sea (Italy), during the period May 26–June

27, 2003. Extensive ground truth measurements were performed, including those made

with conductivity, temperature and depth (CTD) profilers, expendable bathythermograph

(XBT) profilers, vessel-mounted acoustic Doppler current profilers (ADCPs), one shallow

water environmental profiler in trawl-safe real-time configuration (SEPTR) buoy[TdSGG00],

two bottom-mounted ADCPs, two thermistor chains, one meteo buoy and one wave buoy.

Most of this equipment was operated aboard or deployed from the R/Vs Alliance and

Leonardo. On June 21 and 23, acoustic transmissions and inversions were performed (not

considered in the present work), making use of a free-drifting Acoustic Oceanographic Buoy

(AOB)[SZM06], to complement rapid environmental assessment (REA) measurements and to

test acoustic communications, using signals emitted by a ship-towed sound source[JSSC04].

The area of the MREA’03 sea trial is shown in Fig. 4.1, along with the oceanographic

modeling domains and the acoustic transmission domain. The Ligurian Sea is an arm of

the Mediterranean Sea which, in generic oceanographic terms, is a high-salinity marginal

basin with limited tides. Below the sediment layer, there is a bottom substrate which can

be modeled, with a reasonable approximation, as an acoustic halfspace. At finer levels of

detail, Holland and Osler[HO00] have noted the existence of some randomly placed thin,

high-speed layers within sediment core samples.

Regarding the oceanographic data collected during the MREA’03 experiment, several
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Figure 4.1: Maritime Rapid Environmental Assessment 2003 area: Elba channel (blue) and Northern
Elba (red) working boxes for the ocean prediction system MODAS-NCOM, and acoustic transmission
box (green).
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Figure 4.2: View of a (42.5–43.3 oN, 9.40–11.0 oE) area, showing the locations of the CTD casts
(circles) performed during the MREA’03 sea trial.

CTD casts were performed between May 28 and June 25, as represented in Fig. 4.2. The

time series of the sound speed profiles (SSPs) computed from the CTD measurements, as

well as the average sound speed profile (SSP), are shown in Fig. 4.3, for the top 200 m. The

oceanographic forecasts taken into consideration in this work were computed at the Naval

Research Laboratory (NRL). These ocean modeling results are obtained with: 1) a regional

relocatable run of the NCOM model, for the Elba channel region (blue box in Fig. 4.1), and

2) a nested high-resolution relocatable version of the Princeton Ocean Model, implemented

at the Naval Research Laboratory (NRLPOM), for the Northern Elba domain (red box

in Fig. 4.1)[Mar00, PFB01, FCPR+09]. Prior to running these models, a larger-domain
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Figure 4.3: (a) Sound speed profiles along time, and (b) average sound speed profile over all the casts
from the MREA’03 sea trial.

(including the Tyrrhenian Sea) model was run. This model was initialized by the global

NCOM. All the models were forced by the Coupled Ocean/Atmosphere Mesoscale Prediction

System (COAMPS) winds (no heat fluxes were included)[Hod97, HHD+13]. Outputs at

three-hour intervals were used for specification of the open boundary conditions for the

regional relocatable NCOM for the Elba channel domain, at approximately 1.5-km resolution

and 35 vertical sigma-levels. The larger-domain model was initialized with the previous

day’s nowcast, and nudged to the current day’s Modular Ocean Data Assimilation System

(MODAS) field during the hindcast[PFB01, FBC+02, FTB+02, PFB02]. No assimilation

was done during the forecast. An NCOM run for the Elba channel domain was performed,

providing initial conditions for the high-resolution (0.5 km and 25 sigma-levels) NRLPOM

for the Northern Elba domain, which included tide flow. Both regional relocatable NCOM

and high-resolution NRLPOM models produced forecasts every three hours[PFB01].
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4.2 Equivalent modeling

In any oceanic region of choice, the acoustic field is defined by a large set of environmental

properties. Furthermore, these properties vary with space and time. Due to the limitations

in observing these quantities with a fine space-time discretization, it is essential to know

the degree of dependence of the acoustic field on each of them. In operational setups, this

allows to schedule the sampling task to observe at minimum the parameters for which a small

error can induce a large acoustic error, or parameters for which, even after compensation

performed by other parameters, the residual mismatch can lead to unacceptable acoustic

errors. After summarizing the concept of empirical orthogonal function representation, the

next sections will elaborate on the importance of the different parameters for the acoustic

field, and illustrate the parameter-to-parameter fundamental compensation characteristics

for the main realistic scenario considered in the present work.

Several oceanic properties vary in space, in range and/or in depth, with various scales,

from the meter to the hundred-kilometer scale. One example of such a property is the

water column depth-dependent SSP which, for acoustic propagation modeling purposes,

has to be described with a fine discretization. One way of simplifying the sound speed

parameterization, borrowed from oceanography, is the use of empirical orthogonal functions.

Empirical orthogonal functions —termed in [Lor56], and also called principal vectors or

loadings— are very common in acoustic inversion research, to regularize the estimation of

sound speed at a large number of depths, and to minimize the computation time. According

to the empirical orthogonal function (EOF) representation, every (random-modeled) SSP

c(z, t), where z and t represent depth and time, respectively, is modeled as a sum of a
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mean profile c(z) with weighted versions of basis functions ϕk(z) —the empirical orthogonal

functions (EOFs):

c(z, t) ≈ c(z) +
K∑
k=1

αk(t)ϕk(z). (4.1)

One interpretation of Eq. (4.1) is that the space-time dependence of the sound speed is split

into the random time-dependent coefficients αk(t) (sometimes labeled principal components

or scores) and the deterministic space-dependent functions ϕk(z). Considering the depth z

as a discrete variable with M possible values, the SSP c(z, t) can be represented by a vector

with M components containing the sound speed at every depth. The EOFs are the K ≤M

eigenvectors of the covariance matrix of a random vector variable assumed to generate every

SSP. The EOF estimates are defined as the eigenvectors of an estimate of the covariance

matrix.

4.2.1 Environmental parameter hierarchy

When aiming to use equivalent environmental models to model the acoustic field in a par-

ticular oceanic area, one of the first steps is to understand the relative importance of each

environmental parameter. This gives an insight of which parameters may need to be ‘fine

tuned’ for acoustic modeling: the more sensitive the acoustic field is to a given parameter,

the more important is to accurately know or to tune this parameter. In the present work, the

relative significance of every environmental parameter is assessed by cost analysis, as follows.

First, a canonical scenario was defined, as shown in Fig. 4.4, consisting of an ocean medium

with geoacoustic properties taken from Ref. [Gin94] (describing a past experiment in North

Elba Island), and a fixed water column SSP coincident with the average SSP shown in Fig.

4.3 (b). This scenario is associated with a canonical acoustic field uc(r, z, f,θT ), where θT
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Figure 4.4: Parameters that describe the realistic underwater scenario for which the concept of equiva-
lent model is characterized in the present chapter. The meaning of the parameters is explained in Tab.
4.1.

is the true environment, for r = 0.5 to 10 km, with 0.5-km step, z = 10 to 85 m, with 5-m

step, and f = 100 to 1000 Hz, with 100-Hz step. Afterwards, a variable scenario was defined,

in which one parameter at a time is varied between chosen bounds. For this scenario, the

acoustic field corresponding to each value of the varying parameter was computed and com-

pared to the canonical field through an acoustic cost. The latter was defined as the overall

relative error, taken as an average over range, depth and frequency:

C0(θk) =
1

NrNzNf

∑
r

∑
z

∑
f

|us(r, z, f,θ0)− us(r, z, f, θk)|
|us(r, z, f,θ0)|+ |us(r, z, f, θk)| . (4.2)

The maximum of C0(θk) gives the sensitivity of the acoustic field to parameter θk: higher

values for the maximum value indicate that the acoustic field deviates significantly from

the canonical value, hence is more sensitive to θk. The parameters varied according to the

following rules:

� Source depth (zs): 90–110 m (100 m (canonical value) ± 10%);

� Hydrophone array depth shift (za): -1–1 m (shallowest hydrophone depth ± 10%);



64 Chapter 4. Equivalent models in realistic media

Table 4.1: Environmental parameters.

Group Layer Sub-layer Name Notation
Instrumentation Source depth zs

Source-receiver range rs
Receiver array depth shift za

Oceanographic Water column Water depth D
Sound speed profile first EOF coefficient α1

Bottom Sediment Thickness st
Density ρs

Upper compressional speed su
Lower compressional speed sl
Compressional attenuation sa

Basement Density ρb
Compressional speed cb

Compressional attenuation ba

� Source-receiver range (rs): 4.5–5.5 km (5 km (canonical value) ± 10%);

� Water depth (D): 180–220 m (200 m (canonical value) ± 10%);

� Sediment thickness (st): 0–5 m (2.5 m (canonical value) ± 100%);

� Other sediment and basement properties: bounds chosen according to typical minima

and maxima as indicated in Ref. [JKPS93], namely:

– Compressional speeds (csu, csl and cb): 1500–5250 m/s;

– Densities (ρs and ρb): 1.5–2.7 g/cm3;

– Compressional wave attenuation (αs and αb): 0.1–1.0 dB/wavelength.

For the geoacoustic parameters, the criterion to define the bounds is to evaluate the conse-

quence of erroneously considering an ocean bottom parameter to be from a different material.

For the source-receiver range, only the acoustic field at 5 km was considered for the compu-

tation of the cost in Eq. (4.2). The cost for each parameter variation is shown in Fig. 4.5.

By sorting the values of the maxima mentioned in Fig. 4.5, a hierarchy of importance (for
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Figure 4.5: Environmental sensitivity analysis for the realistic simulations of the present work. The
consequence of introducing an offset in each parameter at a time (see Tab. 4.1) on the acoustic field,
is represented in terms of an acoustic cost (eq. (4.2)).
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the acoustic field) is obtained, shown in Tab. 4.2. This hierarchy agrees with several previ-

ous works dealing with relative sensitivity of the acoustic field to the environment, grouping

geometrical properties and sound speed together into the highest importance to define the

acoustic field[CK91, MB99].

Table 4.2: Hierarchy of the parameters that define the acoustic field. The hierarchy was computed
according to the maximum value of each of the costs in Fig. 4.5.

Importance Parameter Sensitivity
Most important Source-receiver range 0.781

4th EOF coefficient .63
Source depth .62

2nd EOF coefficient .603
1st EOF coefficient .6
3rdEOFcoefficient .598

Water depth .588
8th EOF coefficient .587

Sediment upper compressional speed .585
Sediment lower compressional speed .577

5th EOF coefficient .556
Basement compressional speed .544
Hydrophone array depth shift .542

7th EOF coefficient .519
Sediment thickness .449
6th EOF coefficient .407

Sediment compressional attenuation .27
Sediment density .217
Basement density .141

Least important Basement attenuation .124

4.2.2 Environmental mismatch compensation

According to the claim of the present work, in order to obtain an accurate acoustic prediction,

in a situation of environmental mismatch, it is essential that some environmental parameters

compensate for that mismatch. This section presents a study quantifying the compensation

in every parameter pair, when the goal is to model the acoustic field at the hydrophone

array at 5-km range from the acoustic source, at frequencies of 100–1000 Hz, with 100-Hz
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Figure 4.6: Environmental mismatch compensation: the source-receiver range is taken as 50 m inferior
to the true value of 5 km. This environmental mismatch is compensated by an offset in the water depth,
which subtracts 60 cm to the true 200 m.

step, using values for the fixed parameters as shown in Fig. 4.4. Each parameter at a time,

playing the role of a parameter in mismatch, was allowed to vary essentially within the same

bounds as shown in Fig. 4.5. For each value of a particular parameter in mismatch, the value

of every other at a time was optimized by resorting to an acoustic cost function, such that

the cost is minimized. The cost function is a complementary form of the depth-coherent,

frequency-incoherent Bartlett processor, and defined as:

C1(θk) = 1− 1

Nf

Nf∑
f

wH(f, θk)CRR(f,θ0)w(f, θk)

||w(f, θk)||2trCRR(f,θ0)
, (4.3)

where CRR(f,θ0) is an estimate of the receiver data correlation matrix at frequency f ,

and w is a vector of acoustic pressure candidates and a function of the parameter value

θk. The processor, whose values are normalized between 0 and 1, is to be minimized with

respect to θk. One example of optimization/compensation is shown in Fig. 4.6, in which

the source-receiver range was negatively offset by 50 m, and the water depth was optimized

to compensate for this mismatch. In order to obtain a high acoustic similarity between

the true and modeled acoustic fields, it was necessary to subtract 60 cm to the true water

depth of 200 m, as indicated by the value that minimizes the cost. The minimum cost is
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not zero, indicating that the canonical acoustic field could not be reproduced exactly. In

order to quantify the extent of inter-parameter compensation, several values of mismatch

were tested, and for each one, a functional cost as the one of Fig. 4.6 was computed, in

order to find the equivalent water depth. A contour plot of cost, superimposed by values of

optimum water depth, is shown in Fig. 4.7. It can be recognized the well-known fact that

source-receiver range is highly correlated with water depth, implying that errors in excess

on source-receiver range can be compensated by errors in excess on water depth[DMH+99].

Taking into account the possibility of not modeling the acoustic field with zero error, even

after compensation for mismatch, it is necessary to decide on a threshold which is accept-

able as the maximum cost allowing for a sufficiently accurate acoustic modeling. For the

current study, this threshold was set to 0.1. For the parameters at hand, as represented in

Fig. 4.7, this threshold is respected only for source-receiver range values between 4.94 and

5.07 km. The maximum difference between each of these values and the true value of 5 km

was considered the maximum allowed mismatch for accurate acoustic modeling. For this

case, it represents approximately 1.3% of the true 5 km. This procedure was repeated for

every possible parameter pair, taken from Tab. 4.1. Selected cases of compensation from

all the possible ones are shown in Figs. 4.7–4.19. Every value in mismatch is compensated

by an equivalent value of the compensating parameter, as represented by the circles in these

figures. In all the figures, the mismatch bounds and search bounds for which the acoustic

error is below the threshold of 0.1, correspond to the bounds of the yellow lines. Figure 4.8

shows the result of compensation for source depth mismatch performed by optimization for

sediment compressional attenuation. Only a small mismatch (≤ 0.82%) can be compensated.

This behavior is verified for other compensating parameters (see Tab. 4.3, which lists all the
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Figure 4.7: Contour plot of the acoustic cost, and optimal water depth that compensates for source-
receiver range mismatch.
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attenuation that compensates for source depth mismatch (circles). The optimal values minimize the
cost computed for each value in mismatch. The case of no mismatch is indicated by the white cross.
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Figure 4.9: Contour plot of the acoustic cost (background), and optimal source-receiver range that
compensates for water depth mismatch (circles). The optimal values minimize the cost computed for
each value in mismatch. The case of no mismatch is indicated by the white cross. The points for which
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pairwise compensation possibilities), revealing that the source depth constitutes essentially

an ‘independent’ contribution to acoustic propagation. Figure 4.9 shows the result of com-

pensation for water depth mismatch performed by optimization for source-receiver range.

In a situation of coincident discretization and bounds for water depth and source-receiver

range, the contour plot in this figure would be exactly the transpose of the one in Fig. 4.7.

The discontinuities in the pattern defined by all the equivalent source-receiver range values

are due to abrupt variations on the number of propagating modes in the water channel,

induced by water depth changes. Figure 4.10 shows the result of compensation for water

column SSP mismatch —generated by a mismatch in the first EOF coefficient— performed

by optimization for source-receiver range. As for the source depth (see Fig. 4.8), only a small

mismatch is allowed in the first EOF coefficient, to follow the criterion of having an acoustic

error ≤ 0.1, evidencing that this parameter also constitutes an independent contribution to

acoustic propagation. Figure 4.11 shows the result of compensation for sediment thickness

mismatch performed by optimization for source-receiver range. In this case, two factors

contribute to allow a mismatch as high as 100% (see column “st” of Tab. 4.3) in sediment
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Figure 4.11: Contour plot of the acoustic cost (background), and optimal source-receiver range that
compensates for sediment thickness mismatch (circles). The optimal values minimize the cost computed
for each value in mismatch. The case of no mismatch is indicated by the white cross. The points for
which the acoustic error is below the threshold of 0.1 are connected by the yellow line.

thickness: 1) the latter is not more than moderately relevant for acoustic propagation (see

Fig. 4.5 or Tab. 4.2, indicating a sensitivity of 0.45); 2) the sediment thickness is highly

“correlated” with source-receiver range, also a property of geometric nature. Figure 4.12

shows the result of compensation for sediment density mismatch performed by optimization

for water depth. High values of mismatch are allowed for sediment density (as high as 54%),

due to the fact that: 1) it is one of the least relevant parameters to define the acoustic field

(see Tab. 4.2); 2) it is correlated with water depth. Other parameters are correlated with

sediment density, as seen on the high values in column “ρs” of Tab. 4.3. Figure 4.13 shows
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Figure 4.13: Contour plot of the acoustic cost (background), and optimal water depth that compensates
for sediment upper compressional speed mismatch (circles). The optimal values minimize the cost
computed for each value in mismatch. The case of no mismatch is indicated by the white cross. The
points for which the acoustic error is below the threshold of 0.1 are connected by the yellow line.

the result of compensation for sediment upper compressional speed mismatch performed by

optimization for water depth. A reasonable mismatch is allowed, with a percentage of 9.5%.

Interestingly, an approximate value of mismatch (7.1%) is allowed when the compensating

parameter is the source-receiver range (see Tab. 4.3). This is not surprising, taking into

account the high correlation between water depth and source-receiver range (see Figs. 4.7

and 4.9). Figure 4.14 shows the result of compensation for sediment lower compressional

speed mismatch performed by optimization for sediment thickness. Though the sediment

lower compressional speed is a significant parameter for acoustic propagation (see Tab. 4.2),
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Mismatch: sediment lower compressional speed [m/s]
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Figure 4.14: Contour plot of the acoustic cost (background), and optimal sediment thickness that
compensates for sediment lower compressional speed mismatch (circles). The optimal values minimize
the cost computed for each value in mismatch. The case of no mismatch is indicated by the white cross.
The points for which the acoustic error is below the threshold of 0.1 are connected by the yellow line.

it is allowed to have a high mismatch, due to a high correlation with sediment thickness.

All the values in mismatch were compensated according to the 0.1-threshold criterion. In-

terestingly, the compensating values of sediment thickness can deviate significantly from the

true value of 2.5 m. It is important to point out that, as mentioned in the first chapters of

the present work, the environmental outcomes appropriate for acoustic modeling or the ones

appropriate for environmental estimation have to be interpreted according to their context.

While in environmental estimation of sediment thickness, a search will be done within ac-

ceptable values for the thickness, in ocean acoustic modeling constrained by environmental

mismatch, it is necessary to not discard the possibility of using exaggeratedly high values for

the thickness, to minimize the effect of mismatch. The drawback of using too high values for

thickness might be a situation of overfitting. Figure 4.15 shows the result of compensation

for sediment compressional attenuation mismatch performed by optimization for sediment

density. According to Tab. 4.2, the sediment compressional attenuation is not a significant

parameter for acoustic propagation, which explains that all the values of mismatch were

compensated. Figure 4.16 shows the result of compensation for basement density mismatch
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Mismatch: sediment compressional attenuation [dB/λ]
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Figure 4.15: Contour plot of the acoustic cost (background), and optimal sediment density that
compensates for sediment compressional attenuation mismatch (circles). The optimal values minimize
the cost computed for each value in mismatch. The case of no mismatch is indicated by the white cross.
The points for which the acoustic error is below the threshold of 0.1 are connected by the yellow line.
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Figure 4.16: Contour plot of the acoustic cost (background), and optimal source depth that compen-
sates for basement density mismatch (circles). The optimal values minimize the cost computed for each
value in mismatch. The case of no mismatch is indicated by the white cross. The points for which the
acoustic error is below the threshold of 0.1 are connected by the yellow line.

performed by optimization for source-receiver range. According to Tab. 4.2, the basement

density is not significant for acoustic propagation, which explains that every value of mis-

match was compensated by source-receiver range. As seen in Tab. 4.3, every parameter can

compensate for a mismatch in basement density. Figure 4.17 shows the result of compen-

sation for basement compressional speed mismatch performed by optimization for basement

compressional attenuation. Similarly to the result shown in Fig. 4.14, it is noticeable the

interference of two important phenomena: first, the basement compressional speed is sig-

nificant for acoustic propagation (recall that the sound speed of the acoustic propagation
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Mismatch: basement compressional speed [m/s]
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Figure 4.17: Contour plot of the acoustic cost (background), and optimal basement compressional
attenuation that compensates for basement compressional speed mismatch (circles). The optimal values
minimize the cost computed for each value in mismatch. The case of no mismatch is indicated by the
white cross. The points for which the acoustic error is below the threshold of 0.1 are connected by the
yellow line.

Mismatch: hydrophone array depth shift [m]
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Figure 4.18: Contour plot of the acoustic cost (background), and optimal sediment compressional
attenuation that compensates for receiver array depth shift mismatch (circles). The optimal values
minimize the cost computed for each value in mismatch. The case of no mismatch is indicated by the
white cross. The points for which the acoustic error is below the threshold of 0.1 are connected by the
yellow line.

channel is one of the most important parameters defining propagation paths, and see Tab.

4.2), which does not allow high values of mismatch per se; second, the basement compres-

sional speed is highly correlated with basement compressional attenuation, as deduced from

a moderate maximum allowable mismatch of 4.9% (see Tab. 4.3) and the regular relation-

ship between the mismatch and the compensating values (see Fig. 4.17). Figure 4.18 shows

the result of compensation for receiver array depth shift performed by optimization for sed-

iment compressional attenuation. The low value for the maximum acceptable mismatch,
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Mismatch: basement attenuation [dB/λ]
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Figure 4.19: Contour plot of the acoustic cost (background), and optimal source-receiver range that
compensates for basement compressional attenuation mismatch (circles). The optimal values minimize
the cost computed for each value in mismatch. The case of no mismatch is indicated by the white cross.
The points for which the acoustic error is below the threshold of 0.1 are connected by the yellow line.

0.85 m (almost independent of the compensating parameter —see Tab. 4.3), indicates that

the receiver array depth shift also carries essentially independent information concerning

the acoustic field, similarly to source depth (see Fig. 4.8) and water column SSP (see Fig.

4.10). Figure 4.19 shows the result of compensation for basement compressional attenuation

mismatch performed by optimization for source-receiver range. The basement compressional

attenuation is the least significant parameter for acoustic propagation (see Tab. 4.2), which

explains that the full interval of mismatch could be compensated by source-receiver range

(as well as by any other parameter, as seen in Tab. 4.3). Table 4.3 lists all the possibilities of

compensation. Three essential classes of behavior can be deduced from Tab. 4.3. The first

one concerns parameters which have low significance for the acoustic field, namely sediment

thickness, sediment density, sediment attenuation, basement density and basement attenua-

tion (columns “st”, “sd”, “sa”, “bd” and “ba”, respectively, in Tab. 4.3) —recall Tab. 4.2. For

such parameters, a high mismatch is allowed, independently of the compensating parameter,

since the mismatch does not significantly compromise acoustic accuracy. The second class

of behavior concerns correlated parameters. This is the case of the following parameters in
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Table 4.3: Pairwise environmental mismatch compensation. Each column represents one parameter in
mismatch, and each row, one parameter which was given freedom to compensate the mismatch. The
values filling the table are the maximum allowed mismatch such that the acoustic cost is ≤ 0.1, after
the mismatch compensation (expressed in percentage, except for α1 and za (with a null true value),
for which the absolute values are used). The values in bold are the maximum for each column. The
notation is explained in Tab. 4.1.

rs α1 zs D st ρs su sl sa bd cb za ba

rs - 3.8 0.81 0.69 100 54 7.1 7.1 520 50 1.5 0.83 570
α1 0.32 - 0.84 0.14 52 48 2 2.6 520 50 1.7 0.85 570
zs 0.22 2.6 - 0.081 42 47 1.6 2.3 520 50 1.5 0.83 570
D 1.3 3.1 0.81 - 100 54 9.5 2.4 520 50 1.5 0.83 570
st 0.51 2.9 0.81 0.41 - 54 2.1 230 620 50 1.8 0.83 570
ρs 0.31 2.7 0.81 0.14 79 - 1.7 3.4 670 50 1.9 0.83 570
su 0.64 3.3 0.81 0.48 100 54 - 7.2 540 50 1.8 0.83 570
sl 0.25 2.9 0.81 0.28 100 54 1.6 - 570 50 1.7 0.83 570
sa 0.23 2.7 0.82 0.093 45 54 1.6 2.3 - 50 4.1 0.85 570
ρb 0.27 2.8 0.81 0.12 55 51 1.6 2.3 530 - 1.9 0.83 570
cb 0.24 2.7 0.81 0.098 46 54 1.7 2.6 520 50 - 0.83 570
za 0.22 2.6 0.81 0.081 42 47 1.6 2.3 520 50 1.5 - 570
ba 0.22 2.6 0.76 0.084 42 47 1.6 2.3 550 50 4.9 0.83 -

mismatch: source-receiver range, water column depth, sediment upper compressional speed,

sediment lower compressional speed and basement compressional speed (columns “rs”, “D”,

“su”, “sl” and “cb”, respectively, in Tab. 4.3). Each of these parameters is highly corre-

lated with another parameter, a ‘peer’ parameter. When the ‘peer’ parameter is used to

compensate for the mismatch, the value in mismatch can deviate more from the true value,

than if only any parameter other than the ‘peer’ is used to compensate for the mismatch. In

physical terms, it is possible to infer that each of the parameters in the second class plays a

role similar to its ‘peer’ parameter in defining the acoustic field. The third class of behavior

is defined by low-correlated parameters. This is the case of: first EOF coefficient, source

depth and receiver array depth shift (columns “α1”, “zs” and “za”, respectively, in Tab.

4.3). These parameters define acoustic propagation features which are difficult to reproduce

by other parameters. This makes it difficult to “counterbalance” any mismatch that might
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exist in these parameters. As a consequence, the corresponding columns in Tab. 4.3 contain

relatively small, constant values. A summary of the compensation characteristics mentioned

above, when facing the goal of accurately modeling the acoustic field, is:

� Parameters which are not significant for acoustic propagation can deviate significantly

from their true values, and their mismatch can be compensated by any from a large

diversity of parameters;

� Parameters which are significant for acoustic propagation cannot deviate significantly

from their true values, unless their mismatch is compensated by a highly correlated

parameter.

4.3 Summary

This chapter started by describing the oceanographic data set at hand and defining the

scenario for application of the proposed acoustic estimation method. The full environmental

parameter vector was analyzed, allowing to quantify the importance of each parameter on

the estimation of the acoustic field. Then, by departing from a canonical scenario which will

be the working scenario in the next chapter, several examples of equivalent environmental

modeling were worked out. It was observed that there are numerous possible situations of

environmental mismatch in which the latter can be almost completely removed, in terms

of acoustic output. This is due to the presence of a sufficiently high number of degrees

of freedom in the considered realistic oceanic scenario. According to the compensation for

mismatch, the parameters were grouped into three categories: low-significant, correlated

and low-correlated. The first category concerns the least important parameters for acoustic

propagation, whose mismatch does not compromise the acoustic estimate quality. It is
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not essential to compensate for a mismatch in such a parameter, when the acoustic error

imposed by the mismatch lies within acceptable bounds for the particular application. The

second category is made up of parameters whose mismatch can be compensated by correlated

parameters. The third category is made from parameters whose influence on the acoustic

field cannot be easily reproduced by any other parameter, hence whose mismatch cannot be

easily compensated. For parameters of this type that are relevant for acoustic propagation,

they should either: 1) be known with high accuracy, or 2) be included in the equivalent

environmental vector. In the latter case, they will be free parameters whose true value can

eventually be determined by acoustic inversion.
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Chapter 5

Application of Equivalent Models in
Acoustic Nowcast and Forecast

“The most reliable way to forecast the future is to try to understand the present.”

John Naisbitt

The present chapter describes the application of the approach adopted in the present work

to the problems of acoustic nowcast (Sec. 5.1) and forecast (Sec. 5.2), in a realistic setup.

For each exercise (nowcast or forecast), a different data set is worked out. The presented

numerical tests consider synthetic acoustic data, with the objective of representing long (≈

one month) time series, to illustrate the approach with statistical significance. The following

sections put in evidence the equivalent model as a relevant component in the determination

of the acoustic nowcast/forecast. The oceanographic measured/predicted data is taken from

the Maritime Rapid Environmental Assessment 2003 (MREA’03) sea trial, described in Sec.

4.1.

81
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Figure 5.1: Acoustic nowcast estimator.

5.1 Acoustic Nowcast

This section describes the approach adopted in the present work to solve the problem of

acoustic nowcast. By “nowcast” it is meant the estimation of the acoustic field at the

most recent time sample of acoustic-oceanographic observation. The nowcast estimator

consists of three steps, outlined in Fig. 5.1. The first one is the inversion of acoustic data,

producing frequency-independent equivalent model estimates for the time sample of nowcast.

The second one is the interpolation/extrapolation of the estimates to all the required space

points in which to estimate the acoustic field. The third one consists in running the acoustic

propagation model with the interpolation/extrapolation outcomes. The output of this run

is the acoustic nowcast for the ocean transect. The following sections describe the approach

and numerical results of the above nowcast estimator.

5.1.1 Acoustic Nowcast Test Case

The approach for acoustic nowcast developed in the present work is illustrated with synthetic

data produced on a real scenario. The practical objective is to estimate the acoustic field in

an ocean transect whose water column properties are set to coincide with the water column

measurements cast during the MREA’03 sea trial (described in Ch. 4), and whose ocean

bottom properties are taken from Ref. [JKPS93], as shown in Fig. 5.2. These are labeled

as “true” environmental properties. Simultaneously, baseline environmental properties are

considered, defining the environmental model that a hypothetical user has at hand, which
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Figure 5.2: Idealized ocean transect in which the acoustic field nowcast is to be computed: (a) true
and (b) baseline environmental properties. The environmental components in mismatch are represented
by the red values/lines in (b). At every time sample, the presumably known sound speed profile has
smaller or equal values than the true sound speed profile, and deviates linearly from the surface to the
bottom, starting at 2 m/s and finishing at 0.

is the “best” (logical) —according to the user’s knowledge— environmental representation

of the ocean transect under consideration. Several properties are different between the true

and modeled scenarios, as seen in Fig. 5.2. Every instantaneous water column sound speed

profile (SSP) is assumed to be less downward-refracting than its corresponding true SSP.

The ocean bottom is assumed to be more reflective than the true one; this is quantified by

larger density and sound speed values, and a smaller attenuation; the error in the geoacoustic

properties has a magnitude of 5%. The present method assimilates acoustic measurements

obtained in the transect. For this purpose, two acoustic receiver arrays are placed at 5- and

10-km range from the source —see Fig. 5.3. The acoustic nowcast exercise was repeated

according to an idealized timeline, composed of 465 uniformly spaced time samples between

May 28 (time t0 = 0) and June 25 (time tE = day 28) (bounds coincident with actual

conductivity, temperature and depth (CTD) cast time bounds during the MREA’03 sea

trial) —see Fig. 5.4, and recall Fig. 2.2. The time sample tF represented in Fig. 2.2 will be

important for the acoustic forecast exercise, in Sec. 5.2. The time step netween two acoustic

nowcast exercises is 1.4 h. For every time sample, one CTD-derived SSP, together with
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Figure 5.3: Ocean transect in which to estimate the acoustic field, monitored with two acoustic receiver
arrays. The acoustic data observed at these array locations is inter/extrapolated in space and time,
which is the main idea behind the approach to acoustic nowcast presented in the present work. The
true geoacoustic properties are also shown (refer to Fig. 5.2 (a)).
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Acoustic

data at

t0 tE

tP

tP

Figure 5.4: Idealized timeline for acoustic nowcast, bounded by times t0 = 0 (initial time sample) and
tE = 28 days (final time sample) —recall Fig. 2.2. At time tP , the past acquired (erroneous) CTD
data, together with baseline geoacoustic and geometric properties, and acoustic measurements at tP ,
enter an estimation block. This block has the acoustic nowcast as output. Several nowcast exercises
are executed, hence the “present time” tP runs from t0 to tE .

the geoacoustic properties in Fig. 5.2, was used to generate the “true” acoustic field, with

the SACLANTCEN Normal-Mode Acoustic Propagation Model (SNAP) [JF79], at ranges

between 0.5 and 10 km with 0.5-km step, depths between 10 and 85 m with 5-m step, and

frequencies between 100 and 1000 Hz with 100-Hz step, which contains the noiseless data

observed at the two receiver arrays in Fig. 5.3. By referring to the scheme in Fig. 5.1, in

order to solve the problem of nowcast, the acoustic data snapshots observed at each receiver

array were processed separately by acoustic inversion, providing an equivalent environmental
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parameterization for the array position. The two equivalent model outcomes corresponding

to the two receiver arrays were interpolated/extrapolated to the required spatial points. This

result was then used in an acoustic forward modeling exercise whose output constitutes the

acoustic nowcast.

A fundamental question when using an equivalent model is to decide which parameters

to invert for. Since every parameter acts as an additional degree of freedom in modeling the

acoustic field, ideally all the environmental parameters should be included in the equivalent

model. This would lead to a highly accurate modeled acoustic field at the receiver array

locations. Nevertheless, a high number of parameters may cause overfitting (as seen in Ch.

3), which demands for establishing a trade-off between acoustic accuracy and equivalent

model generalization. Some preliminary tests not shown here (nevertheless with results

similar to those shown in Fig. 3.19, for the ideal waveguide) demonstrated that source-

receiver range, source depth or water depth, if used as components of the equivalent model,

vary significantly with range. When using these parameters in the equivalent model, the

interpolation of their values to ranges other than the receiver array positions (5 and 10

km) very rarely produces useful outcomes for acoustic estimation in the full ocean transect.

This reason motivated to not use these parameters as components of the equivalent model,

though they are able to compensate for errors in several other parameters (source-receiver

range and water depth can compensate for errors in approximately half of the total number

of parameters —see Tab. 4.3). Moreover, in the present test case, there is no mismatch

in these environmental properties. In a real setup for which a mismatch might exist, it is

important to include some of these parameters in the equivalent model vector, since they are

among the most important parameters for defining the acoustic field. A mismatch in one of
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these parameters (for example, in source depth, which is an ‘independent’ parameter —see

column “zs” in Tab. 4.3) that is not minimized by acoustic inversion for the parameter itself

can lead to high acoustic errors. As seen in Tab. 4.3, the sound speed in water, in sediment

and in basement, is relevant for the definition of the acoustic field, and can compensate for

mismatch in some of the geoacoustic parameters, such as sediment compressional attenuation

(see Tab. 4.3). In practice, sound speed does not exhibit significant range-dependence, when

included in the equivalent model vector. Thus, the equivalent model was built from the sound

speed in water, in sediment —at the water-sediment interface and the sediment-basement

interface, assuming a linear variation of sound speed with depth—, and in basement —with a

depth-independent sound speed. Regarding the water column, the correlation matrix of the

sound speed data was estimated only from the sound speed profiles (SSPs) (in mismatch,

as shown in Fig. 5.2 (b)) corresponding to times t0, . . . , tP —see Fig. 5.4. Thus, it is

assumed that, at the initial time t0, only one SSP cast is available to build the database of

SSPs. At each new time sample, an SSP cast is added to the database, which is used to

update the average profile and the empirical orthogonal functions (EOFs). The resulting

time-dependent empirical orthogonal function (EOF) representation can be written as:

c(z, t) ≈ c(z, t) +
K∑
k=1

αk(t)ϕ̂(z, t). (5.1)

This constitutes a time-variant form of Eq. (4.1), and K = 8 EOFs were considered sufficient

to model the acoustic field with low error. The value of K was selected by trial-and-error,

in which several acoustic snapshots were inverted, and a candidate K was progressively

increased such as to attain a Bartlett misfit less than 0.1 at the end of the inversion. The

chosen value of K is the minimum value that satisfies this criterion. In a generic application,

this exercise can be done by adjusting the value of K to the required acoustic accuracy. The
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Table 5.1: Parameters to invert for.

1st–8th EOF coefficient
Basement compressional speed

Sediment upper compressional speed
Sediment lower compressional speed

time series of the first EOF at selected depths is shown in Fig. 5.5. It is seen that only after
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Figure 5.5: Time series of the first EOF at selected depths, for the complete timeline of the nowcast
exercise.

day 10 the EOF values stabilize. The complete equivalent model vector is summarized in

Tab. 5.1.

5.1.2 Solution to Acoustic Nowcast

Let us recall the definition of equivalent model (same as Eq. (2.4)):

ΘE(r, z, f,ΘT , C,P , P̂) = arg min
Θ
C(u, û)

= arg min
Θ
C(P(r, z, f,ΘT ), P̂(r, z, f,Θ)). (5.2)

In exact terms, for fixed ΘT , C,P and P̂ , the equivalent model is a function of space and

frequency. In this case, it can be noted as: ΘE(r, z, f). The first implication of this

dependence is that the equivalent model can be completely characterized only in a situation

on which acoustic receivers observe the acoustic field at every space-frequency point in
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which to estimate the acoustic field. The impossibility of executing such a huge acoustic

observation exercise (which would even turn an estimation exercise into an observational

one) demands for approximations regarding the structure of the equivalent model. The

present work resorted to the approximation expressed in Rem. 5.1.

Remark 5.1: Consider a discrete set E of space-frequency points (r, z, f) at which it is
required to estimate the acoustic field. For every point (r, z, f) in E there exists an
equivalent model ΘE(r, z, f). Consider now a subset of E consisting of a fixed range r0 and
several depth and frequency points, (r0, z, f). If acoustic observations are done at these
points, then an equivalent model constant in depth and frequency, θE(r0), can be defined.
Any estimator of θE(r0) is a depth-frequency-independent estimator of ΘE(r0, z, f).

Remark 5.1 expresses that the range-depth-frequency-dependent equivalent model can be

approximated by a range-dependent, depth-frequency-independent version. This is the ap-

proximation applied in the present work. This subjective choice is well adapted to conven-

tional acoustic inversion approaches in the context of acoustic environmental assessment. For

this purpose, the acoustic field observed at all the receivers of a vertical array, at a chosen

set of frequencies, is mapped into a single environmental description, which minimizes an

acoustic data-model error. Here, the same procedure is applied, but now interpreted as an

acoustic propagation model calibrator, which provides a single equivalent model associated

with a particular observation range. In an operational application, other approximations

might be preferred. For example, when using a horizontal receiver array, depth-dependent,

range-independent equivalent models may naturally be defined.

It is important to notice that, taking into account the inevitable subjective nature of the

cost function that defines the equivalent model, the equivalent models ΘE(r, z, f) and θE(r)

may each one be defined by a different cost function. This is an important matter, regarding

the needs of the end-user of the acoustic estimate, and the limitations of acoustic observation

systems. On the one hand, the end-user might be interested in minimizing e.g. the difference
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between the complex acoustic pressure and its estimate. The environmental model that

satisfies this objective is the equivalent model that serves the user’s purpose, ΘE(r, z, f). On

the other hand, such a cost function cannot be considered for acoustic inversion, due to noise

from acoustic and electronic nature (to mention only a few), demanding for (noise-robust)

correlation-based cost functions. The minimization of a cost function of this type gives rise

to an equivalent model θE(r) which, in principle, will not minimize the acoustic error that

interests the user. This issue is independent from the fact that θE(r) is a depth-frequency-

independent vector. In the present work, θE(r) is defined as the value that minimizes the

cost function specified as a complementary form of the depth-coherent, frequency-incoherent

Bartlett processor (transcription of Eq. (4.3)):

C1(θ) = 1− 1

Nf

Nf∑
f=1

wH(f,θ)CRR(f,θ0)w(f,θ)

||w(f,θ)||2trCRR(f,θ0)
, (5.3)

where CRR(f,θ0) is an estimate of the receiver data correlation matrix at frequency f ,

Nf = 10 is the number of acoustic frequencies (100 to 1000 Hz, with 100-Hz step), and w

is a vector of acoustic pressure candidates and a function of the candidate equivalent model

value θ.

5.1.3 Numerical Results

This section presents the results of acoustic nowcast for the test case described in Sec. 5.1.1.

At every time sample, the acoustic data from the receiver arrays was inverted, and the

inversion outcomes were used for forward modeling the synchronous acoustic field in the

ocean transect at every space-frequency point (r, z, f). The next two sections describe the

acoustic inversion results and the nowcast estimates.



90 Chapter 5. Application of Equivalent Models in Acoustic Nowcast and Forecast

Table 5.2: Parameter search bounds and discretization for acoustic inversion, to solve the problem of
acoustic nowcast.

Parameter Lower bound Upper bound Discretization [m/s]
Basement compressional speed [m/s] 1530 1690 5.2
Sediment upper compressional speed [m/s] 1360 1610 8.1
Sediment lower compressional speed [m/s] 1510 1800 9.4
1st EOF coefficient [m/s] -26 24 1.6
2nd EOF coefficient [m/s] -19 31 1.6
3rd EOF coefficient [m/s] -4.7 45 1.6
4th EOF coefficient [m/s] 3.2 53 1.6
5th EOF coefficient [m/s] -5.3 45 1.6
6th EOF coefficient [m/s] -28 22 1.6
7th EOF coefficient [m/s] -25 25 1.6
8th EOF coefficient [m/s] -24 26 1.6

Acoustic Inversion

For the acoustic inversion, the software package SAGA was employed[Ger07], in which SNAP

was used as the forward model. This package implements a genetic algorithm-based global

search to minimize the cost function in Eq. (5.3) with respect to ocean-environmental

parameters, defined here as the components of the equivalent model vector. For the inversion,

the search bounds and discretization for the parameters are described in Tab. 5.2. The

search bounds and discretization were chosen by trial-and-error, in such a way to have a

sufficiently fine discretization, without compromising the computational load, and have a

low acoustic error at the end of the inversion. It is observed in Tab. 5.2 that some values

are rather unrealistic, such as the minimum bound of 1360 m/s for the sediment upper

compressional speed. However, taking into account that the objective of the present work is

to accurately model the acoustic field (and not to estimate environmental parameters), in a

context of environmental mismatch, unrealistic bounds are expected and necessary for some

parameters. The search was performed with 12 independent populations, each with 2000

forward modeling runs, and 100 individuals per population. The acoustic inversion results
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corresponding to the equivalent model parameters listed in Tab. 5.1, for all the time samples,

are shown in Fig. 5.6. The results differ from array to array, which demonstrates the space-
D

e
p
th

 [
m

]

(a)                            True SSP

 

 

0 5 10 15 20 25

0

100

200

[m/s]

1500

1520

1540

D
e
p
th

 [
m

]

(b)                                     5 km

 

 

0 5 10 15 20 25

0

100

200

[m/s]

1500

1520

1540

Time [day]

D
e
p
th

 [
m

]

(c)                                   10 km

 

 

0 5 10 15 20 25

0

100

200

[m/s]

1500

1520

1540

0 10 20
1575

1580

1585

1590

1595

1600

1605

1610

Time [day]

B
a

s
e

m
e

n
t 

c
o

m
p

re
s
s
io

n
a

l 
s
p

e
e

d
 [

m
/s

]

(d)

 

 

5 km

10 km

0 10 20
1400

1450

1500

1550

1600

Time [day]

S
e

d
im

e
n

t 
u

p
p

e
r 

c
o

m
p

re
s
s
io

n
a

l 
s
p

e
e

d
 [

m
/s

] (e)

 

 

5 km

10 km

0 10 20

1550

1600

1650

1700

1750

Time [day]

S
e

d
im

e
n

t 
lo

w
e

r 
c
o

m
p

re
s
s
io

n
a

l 
s
p

e
e

d
 [

m
/s

] (f)

 

 

5 km

10 km

Figure 5.6: Acoustic inversion results for the parameters in Tab. 5.2. The true sound speed profile time
history is shown in (a), followed by its corresponding inversion results (computed from the empirical
orthogonal function coefficients), at the 5- (b) and the 10-km acoustic receiver array (c). The bottom
three graphs show the inversion results for basement compressional speed (d) and sediment compressional
speed (upper (e) and lower (f)). Here, the black and the blue lines correspond to the 5- and the 10-km
receiver array, respectively.

dependence of the equivalent model. Figure 5.7 shows the sum of the difference between

the true and the equivalent SSP, computed as
∑M

m=1[c(zm)− ĉ(zm)],m = 1, 2, . . . ,M , where

M, zm, c and ĉ designate the number of profile depths, the mth depth, the true sound speed

and the estimated sound speed, respectively. It is seen that the difference between the true
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Figure 5.7: Sum of the difference between the true and the equivalent sound speed profile. The black
and the blue lines correspond to the 5- and the 10-km receiver array, respectively.

and the estimated SSPs has an increasing trend before day 10, presenting a smaller variability

afterwards. This behavior correlates with the evolution of the EOFs’ structure, as seen in

Fig. 5.5. The EOFs and the average SSP, which are computed from the SSPs in mismatch

(see Fig. 5.2), define a structure for the equivalent SSPs which is less downward-refracting

than for the true SSPs. This structure becomes more prominent over time, stabilizing

according to the EOF smaller time variability. Regarding the geoacoustic component of

the equivalent model, four observations can be made. As a first observation, the equivalent

geoacoustic values are in general smaller than their true counterparts, for both arrays. This

can be due to two reasons: 1) the baseline model assumes that the ocean bottom is more

reflective than in reality, which is expressed in every property, as seen in Fig. 5.2; a lower

value than the true one for the equivalent geoacoustic sound speeds, combined with the

other presumably more reflective bottom parameters, will ‘restore’ the bottom absorption;

2) lower values for the equivalent geoacoustic parameters compensate for the equivalent SSP

structure (less downward-refracting than in the true SSP), acting in the sense of trapping the

acoustic energy that reaches the bottom. In particular, after day 10, the equivalent basement

compressional speed stabilizes to lower values (see Fig. 5.6 (d)). As a second observation,
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Figure 5.8: Equivalent sediment speeds shown against each other, for the acoustic nowcast exercise.

the equivalent geoacoustic values have more variance for the array at 10 km. This result

is in principle explained by the cumulative acoustic error imposed by the environmental

mismatch, whose effect is enhanced and less stable as the acoustic energy travels along the

waveguide. As a third observation, it is seen in Fig. 5.6 (e) that the equivalent sediment

upper compressional speed has a slightly increasing trend, as opposed to the equivalent

sediment lower compressional speed —Fig. 5.6 (f). This can be explained as a mechanism

to compensate for the structure of the equivalent SSP. The equivalent sound speed values

in the sediment define a progressively smaller gradient over time, which reflects less energy

back to the water column (the true gradient is 24 s−1, represented in Fig. 5.2 (a)). As

a fourth observation, the equivalent sediment sound speeds are strongly ‘correlated’. This

is made explicit in Fig. 5.8, which shows a strong relationship between the sound speeds,

and is an example of a ‘partial’ equivalent model. By taking for example a point close

to the true values of sediment sound speed as a reference, a much lower sediment upper

compressional speed (acting as an acoustic energy attractor) can be compensated by a much

higher sediment lower compressional speed, and conversely, still producing a similar acoustic

field.
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The acoustic misfit at the end of the inversion exercise as defined in Eq. (5.3), is shown

in Fig. 5.9. It is seen that before day 1, the acoustic misfit is relatively high, stabilizing
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Figure 5.9: Acoustic cost in Eq. (4.3) at the end of the inversion, for the arrays at 5 (black) and 10
km (blue).

to lower values (< 0.15) after day 3, in both receiver arrays. The initial values correspond

to a period of little water column information (it is only after 11 h of data acquisition that

eight SSP casts are available, the minimum necessary to estimate the shape of the eight

EOFs used in the SSP parameterization). The average acoustic misfit corresponding to the

receiver array at 10 km is larger than its homolog for 5 km, mainly after day 17. This is

probably due to the fact that the range-accumulated effect of mismatch at 10 km is more

difficult to be canceled than the one at 5 km, specially in the situation in which there is

a significant interaction of the acoustic energy with the ocean bottom, due to the more

pronounced downward-refracting true SSPs after day 17, as seen in Fig. 5.6 (a).

Acoustic Field Nowcast

Taking into account the range-dependent approximation for the equivalent model established

in Rem. 5.1, the first question, after having at hand equivalent outcomes representing the 5-

and 10-km range, is how to interpolate/extrapolate these values in space, in order to obtain

an equivalent model outcome representative of every ocean transect range. In order to answer
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this question, five environmental parameterizations of the full transect were considered:

1. The transect is modeled as range-independent, whose environment coincides with a

priori assumptions as represented in Fig. 5.2. This is the “baseline” environment.

2. The transect is modeled as range-independent, whose environment coincides with the

inversion outcome at 5 km;

3. Same as in point 2, except that the inversion outcome is obtained at 10 km;

4. The transect is modeled as range-dependent, according to Fig. 5.10 (a).

5. For each range in which to estimate the field, a range-independent transect is defined,

according to Fig. 5.10 (b).

The approaches 4 and 5 are described in detail in the following. In approach 4, the ocean

transect was modeled as composed of two range-independent sectors, each one 5 km in

length. In the first sector, defined between 0.5 and 5 km from the acoustic source, the

environmental model was made coincident with the acoustic inversion outcome at 5 km. In

the second sector, defined between 5 and 10 km from the acoustic source, the environment

was made coincident with the acoustic inversion outcome at 10 km. Refer to Fig. 5.10 (a),

for an illustration. In parameterization 5, the ocean transect was not fixed to any particular

environmental structure. For each range from the acoustic source at which it is intended

to estimate the field (in a vertical set of receiver depths), a particular range-independent

environment was defined between the acoustic source and the required receiver range. For

receiver ranges in the interval [0.5, 5] km, the range-independent environment coincides

with the inversion outcome at 5 km. For a receiver range of 10 km, the range-independent
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Figure 5.10: Approaches 4 (a) and 5 (b) for estimating the equivalent model for acoustic nowcast, in
the 10-km transect. The approaches differ only for ranges in the ]5, 10]-km interval. In approach 4,
the equivalent model is defined as a two-sector range-dependent environment, bounded at 5 km. The
sectors coincide with the acoustic inversion outcomes at 5 and 10 km, respectively. In parameterization
5 (see list above), a range-independent environment is defined for each range in which to estimate the
field. For ranges in the interval ]5, 10] km, the equivalent model is computed from spline-interpolation
of the 5- and 10-km inversion outcomes.

environment coincides with the inversion outcome at 10 km. For each receiver range in the

interval ]5, 10[ km, a spline interpolator determined the parameter values of each range-

independent environment to be used. The spline passes through the inversion outcomes at 5

and 10 km, and has zero first-order derivative at these ranges. Figure 5.11 shows an example

of interpolation, for sediment upper compressional speed.

The above five equivalent model structures were provided as input to the propagation

model SNAP (it is required that the propagation model used for forward modeling is the

same as the one used for acoustic inversion), in order to compute the acoustic nowcast for

every time sample. The acoustic estimates are characterized by two error functions. These

are the complementary Bartlett misfit as defined in Eq. (4.3), and a transmission loss (TL)

(with importance in several sonar applications) error measure:

CB(θE, r, t) = 1− 1

Nf

Nf∑
f=1

wH(θE, r, f, t)CRR(θ0, r, f, t)w(θE, r, f, t)

||w(θE, r, f, t)||2tr(CRR(θ0, r, f, t))
, (5.4)

CT (r, z, f, t) =
∣∣∣TL(r, z, f, t)− T̂L(r, z, f, t)

∣∣∣, (5.5)
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Figure 5.11: Interpolation of the acoustic inversion results to estimate an equivalent model component,
using the sediment upper compressional speed as an example. For a range in the interval 0 to 5 km, the
equivalent speed estimate coincides with the inversion outcome at 5 km. For a range between 5 and
10 km, the estimate is the result from a Hermite polynomial-spline interpolation, using the inversion
outcomes at 5 and 10 km. The spline has zero derivative at 5 and 10 km.

respectively, where tr() is the trace operator, and TL and T̂L represent true and estimated

TL, respectively, defined by:

TL(r, z, f, t) = −20 log10 |u(r, z, f, t)| , (5.6)

T̂L(r, z, f, t) = −20 log10 |û(r, z, f, t)| , (5.7)

where u(r, z, f, t) and û(r, z, f, t) represent the true and the estimated acoustic field, respec-

tively, defined as the ratio between the actual acoustic pressure at a given point and the

acoustic pressure at 1-m distance from the acoustic source. Due to the difficulty in analyz-

ing the multidimensional errors in Eqs. (5.4) and (5.5), ‘marginal’ range- and frequency-

dependent error average and standard deviation measures were defined from Eqs. (5.4) and
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(5.5), to easily characterize the acoustic estimates. The average values were defined as:

µBr(r) =
1

Nt

Nt∑
t=1

CB(r, t), (5.8)

µTr(r) =
1

NzNfNt

Nz∑
z=1

Nf∑
f=1

Nt∑
t=1

CB(r, z, f, t), (5.9)

µTf (f) =
1

NrNzNt

Nr∑
r=1

Nz∑
z=1

Nt∑
t=1

CT (r, z, f, t), (5.10)

A frequency-dependent Bartlett-based acoustic error is not considered, since the elementary

error in Eq. (5.4) already considers an average over frequency. The standard deviation values

were defined as:

σBr(r) =

√√√√ 1

Nt − 1

Nt∑
t=1

(CB(r, t)− µBr(r))2, (5.11)

σTr(r) =

√√√√ 1

NzNfNt − 1

Nz∑
z=1

Nf∑
f=1

Nt∑
t=1

(CT (r, z, f, t)− µTr(r))2, (5.12)

σTf (f) =

√√√√ 1

NrNzNt − 1

Nr∑
r=1

Nz∑
z=1

Nt∑
t=1

(CT (r, z, f, t)− µTf (f))2. (5.13)

Figure 5.12 shows the Bartlett-based acoustic error computed with Eqs. (5.8) and (5.11),

corresponding to the five environmental parameterizations described in p. 95. Figure 5.12

(a) shows the error corresponding to all the parameterizations computed from acoustic in-

version, while Fig. 5.12 (b) shows the error corresponding to parameterizations 1 (baseline

environment) and 5 (the one corresponding to the minimum error). All the parameterizations

lead to errors which increase with range, in principle due to the range-accumulated effect of

environmental mismatch. As expected, the baseline parameterization (index 1, as in p. 95

—Fig. 5.12 (b)) corresponds to the highest error, since the baseline environment is not opti-

mized to minimize any acoustic cost. The effect of acoustic inversion is significant, in terms

of minimizing the Bartlett-based error, as seen in the error corresponding to all the other
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Figure 5.12: Bartlett-based acoustic estimation error as a function of range, when using each of the five
environmental parameterizations described in p. 95. Those parameterizations, from 1 to 5, correspond
to the colors pink, blue, cyan, yellow and green, respectively. In (a), all the parameterizations using
equivalent models (indices 2 to 5) are compared, in terms of the corresponding average acoustic error,
defined in Eq. (5.8). In (b), the parameterization 5 is compared with the parameterization 1 (baseline
environment). In this case, the acoustic error is shown as an error band bounded by the average ± one
standard deviation (see Eq. (5.11)) (negative values clipped to zero).

parameterizations. Though the acoustic inversion outcome is in mismatch, this mismatch is

optimized to minimize an acoustic cost, adapted to the mismatch in the parameters that are

fixed during the inversion process. Regarding the equivalent models defined with information

originating from a single receiver array (indices 2 and 3, as in p. 95), by referring to Fig.

5.12 (a), it is observed that the equivalent model obtained at each array drives the acous-

tic error to a low value at the corresponding array position, but not necessarily elsewhere.

Nevertheless, when using the equivalent model found at 10 km (parameterization 3, as in p.

95), the Bartlett-based error at ranges < 5 km is acceptably low. This can be explained by

the fact that the acoustic inversion outcome at 10 km constrains the modeled propagation

features to be similar to true propagation, simultaneously reducing the error at ranges <

5 km. Regarding the equivalent models defined with information originating from the two

receiver arrays (parameterizations 4 and 5, as in p. 95), the range-independent-based equiv-

alent model (parameterization 5) leads to a lower acoustic error than the range-dependent
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model (parameterization 4), as seen in Fig. 5.12 (a) (green and yellow curves, respectively).

In fact, the range-independent-based equivalent model provides a lower bound on the error,

over all the equivalent models tested. To be precise, only at the measuring receiver array

ranges it is guaranteed that a lower bound is given by this equivalent model, since those are

the positions at which the acoustic inversion exercise minimized the Bartlett-based acoustic

cost, constrained on a range-independent environment. Any other environmental parame-

terization, including the range-dependent model, will not be ‘naturally’ suitable for forward

modeling. This explains the deviation between the yellow and the green curves in Fig. 5.12

(a), for ranges greater than 5 km.

The error in TL, computed with Eqs. (5.9) and (5.12), is shown in Fig. 5.13, color-

coded as in Fig. 5.12. In terms of relative average error, the pattern is similar to the
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Figure 5.13: Transmission loss estimation error as a function of range, when using each of the five
environmental parameterizations explained in p. 95. Those parameterizations, from 1 to 5, correspond
to the colors pink, blue, cyan, yellow and green, respectively. In (a), all the parameterizations using
equivalent models (indices 2 to 5) are compared, in terms of the corresponding average acoustic error,
defined in Eq. (5.8). In (b), the parameterization 5 is compared with the parameterization 1 (baseline
environment). In this case, the acoustic error is shown as an error band bounded by the average ± one
standard deviation (see Eq. (5.11)) (negative values clipped to zero).

one corresponding to the Bartlett-based error in Fig. 5.12. Care should be taken when
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interpreting these results. As mentioned previously, the equivalent model that minimizes

the cost function used in the acoustic inversion might not minimize the error that interests

the user. The particular scenario will determine if the Bartlett-derived equivalent model is

suitable to minimize that error. For instance, if the interest is on TL, then a TL cost function

should be used in the acoustic inversion. However, the presence of noise in the acoustic data

might prevent obtaining a meaningful equivalent model from acoustic inversion with a cost

function based on TL. The present case is an example of a favorable behavior of TL error

obtained with the Bartlett-based equivalent model, though it is not shown (outside the

scope of the present work) if the TL error could be further reduced. Fig. 5.13 (b) shows

acoustic error bands defined as average error ± one standard deviation (negative values

clipped to zero), corresponding to the baseline (parameterization 1, as in p. 95) and the

range-independent-based equivalent model derived with data from the two acoustic arrays

(parameterization 5, as in p. 95). Two interesting facts are observed. First, the standard

deviation of the error is rather large, as compared to its average. This can be explained

by the definition in Eq. (5.5), which requires computing the ratio between the estimated

and the true field, which can become unstable, for large values of the former and small

values of the latter. Second, it is observed that the error bands intersect. This is probably

a combined effect of the above-mentioned instability and the fact that it is not guaranteed

that the equivalent model obtained by acoustic inversion (using the Bartlett error as the cost

function) also minimizes the TL error. In a situation of no environmental mismatch, the

inversion of noiseless acoustic data would produce an environmental outcome which would

drive any acoustic estimation error to zero. In that case, both the Bartlett error and the TL

error would vanish. In the presence of environmental mismatch, there is no guarantee of the



102 Chapter 5. Application of Equivalent Models in Acoustic Nowcast and Forecast

equivalent model minimizing simultaneously both acoustic errors, because the definition of

the errors is fundamentally different. For example, since the TL error is insensitive to signal

phase, the TL error might exhibit low values for acoustic estimates which correspond to high

Bartlett errors, or vice-versa. Figure 5.14 shows the ‘marginal’ TL error as a function of

frequency. In terms of the average value, for the equivalent models obtained from acoustic

measurements, it is seen in Fig. 5.14 (b) that there is a general trend for the error to increase

with frequency. This can be explained by a residual environmental mismatch which could not

be compensated by acoustic inversion at any of the receiver array locations. The consequence

of this mismatch is more pronounced at shorter wavelengths (higher frequencies), due to a

greater extent of accumulation of acoustic propagation errors. This is expressed also in

terms of the standard-deviation of the error corresponding to the range-independent-based

equivalent model (see Fig. 5.14 (a)). Though the average acoustic errors corresponding to

the equivalent models differ only by a fraction of a decibel, their relative values are ordered

in a similar way as compared to the range-dependent errors shown in Fig. 5.13 (d). The

equivalent model obtained from the acoustic data at 10 km produces the highest acoustic

errors, followed by the one corresponding to 5 km, then the range-dependent model, and

finally the range-independent-based model. The high standard deviation and the intersection

of the error bands in Fig. 5.14 (a) may have a similar explanation to the one in Fig. 5.13

(c) for the range-dependent error.

In summary, the inversion of acoustic data at particular array locations allows to obtain

environmental parameterizations which, besides leading to a low acoustic error at the array

locations, force the propagation of acoustic energy to be similar to the true propagation

phenomenon, between the acoustic source and the array. The residual mismatch that cannot
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Figure 5.14: Transmission loss error corresponding to the baseline and the equivalent models, as a
function of frequency. (a) Comparison for the usage of the baseline or the equivalent model defined as
in “Approach 5” of Fig. 5.10; (b) comparison for the usage only of equivalent models.

be canceled out by acoustic inversion will be visible mainly at larger frequencies and ranges.

If no use is made of acoustic observations to define/estimate an equivalent model, then the

particular baseline environment will only by coincidence lead to small acoustic errors, making

the difference between the true and estimated propagation patterns to have an irregular and

unpredictable structure, conditioned on the environmental mismatch. Finally, one difficulty

in estimating the acoustic field via equivalent environmental modeling is to know a priori

which ocean locations are optimal to deploy the ‘calibrating’ receiver arrays. This is a

non-trivial question. Only after deploying a high number of receiver arrays, it would be

possible to invert the array data for the respective equivalent models, the latter used to

solve the forward modeling problem. The final acoustic error would reveal which arrays

could be discarded, for providing redundant information regarding the equivalent model. A

less strict, more feasible approach is to deploy a single acoustic receiver array at the farthest

range of interest. This is supported by the above results, which show that the array data at

mid-range leads to an acoustic error which is more unstable with distance (varying between

0.3 and 1.8 dB) than the one corresponding to the array at the farthest range (with error

varying between 0.6 and 1.5 dB). In terms of frequency dependence for the acoustic error,
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there is no significant difference between the arrays. Thus, a single array deployed at the

farthest range is likely to be able to ‘calibrate’ the propagation model at hand, for estimation

of the acoustic field at all transect points, with small variance.

5.2 Acoustic Forecast

This section presents the approach adopted for acoustic forecast, i.e., the estimation of the

acoustic field in an idealized ocean transect at any time sample posterior to the period of

acoustic-oceanographic observation (recall Figs. 2.2 and 5.2). The estimation of the future

acoustic field is treated here by fusing the time evolution of a suitable ocean circulation model

with synthetic acoustic data received at a single vertical array, a baseline environmental

description of the target oceanic area, and water column measurements (when applicable).

In practice, the approach uses the acoustic inversion estimates and the oceanographic forecast

of the water column at all times in the interval [t0, tP ] (past data), in a training phase. A

functional mapping from oceanographic forecast to equivalent model —acoustic inversion

estimate— is then determined. This mapping is fed a posteriori with the oceanographic

forecast for the required future time tF (or a SSP estimated from the forecast and the water

column measurement), giving an equivalent model estimate. This estimate, in conjunction

with the baseline assumptions and the oceanographic forecast, defines the full environmental

parameterization for future time tF , to be used in acoustic forward modeling. In order to

discern the influence of the sources of estimation error, two cases of oceanographic forecast

quality are analyzed: one in which the forecast simply coincides with the CTD measurement

(an ideal oceanographic forecast), and one in which the forecast is computed with the Navy

Coastal Ocean Model (NCOM), as used in the MREA’03 sea trial. In the latter case,
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the sound speed forecasts to be used were defined as the result of linear interpolation of

NCOM-computed SSPs to the space-time points of CTD measurement. Though in reality

the NCOM model provided forecasts for a 48-h prediction window, it is considered here

that the forecasts are available a priori for every future time sample in the full period (≈

one month) underlying the estimation exercise. The intention is to find an upper bound

on the accuracy of the acoustic field estimate, independent of the oceanographic prediction

window (which will likely increase in the future generations of ocean prediction systems).

The problem of acoustic forecast is solved as a three-step process. In the first step, the

equivalent model corresponding to present time is computed from acoustic inversion. In the

second step, the equivalent model at the particular future time for which to compute the

forecast, is estimated. In the third step, this estimate serves as input to an ocean acoustic

propagation model whose output constitutes the acoustic forecast.

5.2.1 Acoustic Forecast Test Case

This section describes the test case that supports the numerical results of acoustic forecast.

The synthetic acoustic field to be predicted is produced by an acoustic source in an ocean

transect as shown in Fig. 5.15 (a). Similarly to what was considered for the example that

supported the nowcast exercise in Sec. 5.1, it is assumed that some of the environmental

parameters are taken with incorrect values, when modeling the acoustic field. This is the

case exclusively of the water column depth and the geoacoustic parameters (see Fig. 5.15

(b)). The assumed known geoacoustic parameters describe an ocean bottom which absorbs

more acoustic energy than the true one (in Fig. 5.15 (a)). This can be seen on the baseline

underestimated sound speed and density, and overestimated attenuation.
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(a) (b)
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201 m

Figure 5.15: Idealized ocean transect in which the acoustic field forecast is to be computed. (a) True
and (b) baseline environment. The red values express the parameters that are in mismatch.

5.2.2 Solution to the Acoustic Forecast

In order to forecast the acoustic field, the acoustic inversion outcomes obtained up to present

time tP , together with the oceanographic forecasts and baseline environmental information,

enter an estimation block whose output is the estimate of the future equivalent model,

θ̂E(tF ). This estimate is given as input to the acoustic propagation model, whose output

constitutes the acoustic forecast û(r, z, f, tF ). The estimator of the future equivalent model

is defined in Rem. 5.2.

Remark 5.2: The depth-frequency-independent equivalent model θE(r, t) as defined in
Rem. 5.1 is a functionM of the true environment θT (r, t), due to its definition as the value
that minimizes a cost function involving the measured acoustic field, which is a function
of the true environment. Given an estimate M̂ of M, then θ̂E(r, tF ) = M̂(θT (r, tF ))
or θ̂E(r, tF ) = M̂(θ̂T (r, tF )) is an estimator of θE(r, tF ), where θT (r, tF ) and θ̂T (r, tF )
designate the future true and estimated true environment, respectively.

Remark 5.2, supported by Fig. 5.16, expresses that if an estimate of the mapping between

the true environmental properties and the equivalent model is available, then the application

of the estimated mapping to a future true environmental vector (or an estimate of it) will

give an estimate of the corresponding future equivalent model. Here, an assumption of

stationarity is made, supposing thatM is time-invariant. This assumption allows to estimate

M with past environmental data, and then use this estimate with data representing the
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Figure 5.16: Hypothesis used for equivalent model forecast: the equivalent model is a functionM of the
true environmental properties. The dots represent imaginary up-to-present-time (black) and future-time
(white) data.

future environmental properties. The estimator described in Rem. 5.2 was applied in the

present work, and is the main component of the acoustic forecast algorithm. Thus, the

forecast of the equivalent model is not treated as a conventional forecast problem in the

sense of modeling the time evolution of the quantity of interest. Instead, it is treated as a

curve fitting problem, in which the equivalent model is interpreted as a function (mapping)

M of environmental data. The quality of the estimate of this “function” as well as of the

future environmental data (object of the function) are the main factors determining the

quality of the equivalent model estimate, hence of the acoustic forecast. The next sections

elaborate on the estimation of M.

Function Approximation

The estimation of the future equivalent model is based on determining a mappingM between

environmental properties —the predictors— and acoustic inversion outcomes —the response.

The predictors consist of the oceanographic forecast sound speed values of each profile, and

the response is the equivalent sediment upper compressional speed, in the illustrative example

presented in the next sections. The estimation of the mappingM was treated as a function
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approximation problem, resorting to a support vector machine (SVM), whose concept is

summarized in the next section. Function approximation was executed with training data

relative to the time samples t0, t1, . . . , tP , where tP is the present time, the last instant

of acoustic-oceanographic observation. Machine learning techniques have been used in the

past, to predict acoustic inversion outcomes, using the acoustic field as input (predictor) to a

radial basis function network, to predict the inversion results for seafloor parameters[CJ96].

In the present work, the predictors are environmental properties, and the learning tool is an

SVM.

Support Vector Machine Function approximation was here tackled with support vector

machines (SVMs). These are tools used in data mining, with documented reliable results.

The next paragraphs resume the most important topics concerning SVMs, for their use as

regressors in the problem of equivalent model forecast.

Generalities The SVM is an approach for supervised learning that takes as input

an annotated training data set, and outputs a model which can then be used to predict

the outcomes of future events[VGN92, Vap98]. Support vector machines have been used

for solving classification, regression and linear operator inversion problems. Applica-

tions in classification include object and optical character recognition[SBV95, SSM98],

speaker identification[SG96], face detection[OFG97], and text categorization[Joa98].

In regression, important examples are time series prediction[DBK+97, SGV99], image

compression[GPCVGM05], financial applications[CT03], mass detection systems[SJ09],

estimation of target-to-interferer ratio[HW11], and the positron emission tomography

operator inversion problem[VSA97]. Support vector machines are attractive by a number of
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features: they extract a subset of the training data which represents a stable characteristic

of the data, they include mechanisms to minimize overfitting, they use kernel functions to

model non-linearity, and can be trained relatively quickly on large data sets. The SVM can

be interpreted as a method for the design of a feedforward neural network with a single

hidden layer of nonlinear units. However, the underlying theory of an SVM avoids the need

for heuristics often used in the design of neural networks. The number of hidden units is

determined automatically, and the SVM training always finds a global minimum, which

leads to a wider applicability[Gun98].

Application in Regression Consider a nonlinear regressive model in which the de-

pendence of a random scalar d on a random vector x is described by:

d = f(x) + ν. (5.14)

The additive noise term ν is statistically independent from the input vector x. The only

available information is a set of training data {(xi, di)}Ni=1, where xi is a sample of the input

vector x, and di is the corresponding value of the model output d. The problem is to provide

an estimate of the dependence of d on x. To construct an SVM for approximating a desired

response d —performing “SVM regression”, or “support vector regression”—, a loss function

Lε(d, y) was originally proposed in Refs. [Vap95, Vap98], and illustrated in Fig. 5.17. The

loss function Lε(d, y), where ε is an user-defined parameter, expresses the goal of finding

a function that has at most ε deviation from the actually obtained targets. The idea of

support vector regression is based on the computation of a linear regression function in a

high-dimensional feature space where the input data are mapped to via a nonlinear function.

An estimate of d, denoted by y, is postulated as an expansion in terms of a set of nonlinear
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L (d,y)
ε

−ε +ε0 d - y

Figure 5.17: ε-insensitive loss function.

basis functions {ϕj(x)}m1
j=0, as follows:

y =

m1∑
j=0

wjϕj(x). (5.15)

The issue to be resolved is to minimize the cost functional

Φ = C(
N∑
i=1

(ξi + ξ′i)) +
1

2
wTw, (5.16)

subject to appropriate constraints, where ξi and ξ′i are so-called “slack variables”[Hay99].

The optimization problem seeks the flattest function in feature space, which corresponds to

a small w. The user-specified constant C > 0 determines the trade-off between the flatness of

f and the amount up to which deviations larger than ε are tolerated. A Lagrangian function

is then defined, whose optimization can be stated as: given the training sample {(xi, di)}Ni=1,

find the Lagrange multipliers {αi}Ni=1 and {α′i}Ni=1 that maximize the convex functional

Q(αi, α
′
i) =

N∑
i=1

di(αi−α′i)− ε
N∑
i=1

(αi +α′i)−
1

2

N∑
i=1

N∑
j=1

(αi−α′i)(αj −α′j)K(xi,xj), (5.17)

where K(xi,xj) is an inner-product kernel:

K(xi,xj) = ϕT (xi)ϕ(xj), (5.18)

subject to appropriate constraints. The data points for which αi 6= α′i define the support

vectors for the machine. A well-grounded approach for the selection of the parameters ε
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and C is still an open research area. An SVM for nonlinear regression may be implemented

in the form of a polynomial learning machine, radial-basis function network, or two-layer

perceptron. As an example, for a polynomial learning machine, we have the following inner-

product kernel:

K(xi,xj) = (xTxi + 1)p, (5.19)

where the power p is specified a priori by the user.

5.2.3 Numerical Results

As discussed in previous sections, the necessary steps to compute the acoustic forecast

consist of computing the equivalent model forecast, and posteriorly running an acoustic

propagation model taking this forecast as input. This section shows the results of these

steps, in which support vector regression was applied to compute the equivalent model used

for acoustic forecast. Three estimation scenarios are described. The first one is an ideal

situation of oceanographic forecasting: the forecast outcomes coincide with the water column

measurements. In the second one, the oceanographic forecast is computed with the NCOM

model. In the third one, in addition to using the NCOM forecasts, the CTD measurements

enter the estimation scheme for the future SSP, prior to computing the acoustic forecast.

Acoustic Inversion

Acoustic inversion results for the sediment upper compressional speed were obtained, by

running SAGA, performing an exhaustive search to minimize the cost function in Eq.

(5.3)[Ger07]. The search space was bounded by 1510 and 1740 m/s, with a discretization of

0.25 m/s. The acoustic inversion results are shown in Fig. 5.18 (a). The equivalent sediment
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Figure 5.18: Acoustic inversion results for the forecast exercise. (a) Sediment upper compressional
speed parameter estimate; (b) acoustic misfit corresponding to the previous estimate.
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upper compressional speed is always superior to the true value of 1520 m/s, with differences

ranging from 167 to 212 m/s. This can be explained by the mismatch existent in the ocean

bottom properties, which represent a more absorbent bottom than in reality. The smaller

density and sound speed, and larger compressional attenuation as assumed in the baseline

environment, are here compensated by a larger equivalent sediment upper compressional

speed. As seen in Fig. 5.18 (b), the acoustic misfit corresponding to the equivalent sediment

upper compressional speed is acceptably low, with most of the values inferior to 0.1. This

represents the potential to obtain an accurate acoustic prediction, as long as the equivalent

values in Fig. 5.18 (a) can be predicted with low error with the SVM model.

Support Vector Machine Parameter Tuning

One of the important issues regarding SVMs is that they are designed for the estimation

of a generic mapping between the predictors and the response. This mapping should be

applicable to any value of a predictor in the input data domain. Another issue is that the

estimation of this mapping requires the user to define the parameters ε (see Fig. (5.17)) and

C (see Eq. (5.16)). In the present work, these parameters were tuned in such a way that

the SVM is optimized for the input values that matter for the acoustic forecast problem. In

other words, it is sufficient that the SVM produces accurate equivalent model outputs when

presented with the future SSPs (oceanographic forecasts) as inputs. This principle was used

as a criterion to tune the SVM, as follows. Let us consider a particular value of present time

tP , which represents the instant of the most recent acoustic measurement. The time window

from initial time t0 (the time of the first acoustic measurement) to tP contains the training

data for the SVM. Let us denote by tp, p = 0, 1, . . . , P the time sample corresponding to an
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Time
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Figure 5.19: Timeline for acoustic forecast, using a support vector machine to estimate the mapping
between oceanographic forecast and equivalent model. The support vector machine is trained with data
acquired/produced during a “training window” (bounded by t0 and tP (present time)), with a time step
of ∆t, to estimate the future equivalent model corresponding to any time sample in the “prediction
window”. The superior bound for the prediction window is tF (farthest future time). The notation tp
and tf designates any time sample in the training or prediction window, respectively. The time sample
tP runs from t0 to tF −∆t.

instantaneous sample from the training data. Similarly, let us denote by tf , f = P +1, . . . , F

a future time sample, and F the index of the farthest future time sample —refer to Fig.

5.19. Each training sample corresponding to time tp was assigned a normalized weight wp

according to its similarity to the future SSPs:

wp = 1− νp − νmin
νmax − νmin , (5.20)

in which the “dissimilarity” νp is defined as:

νp =
1

(F − P )Nz

F∑
f=P+1

Nz∑
z=1

|c(z, tp)− c(z, tf )|, (5.21)

in which F and P are the indices of the farthest future and the present time, respectively,

Nz is the number of SSP depths, tf is the time sample of a future SSP, and νmin and νmax

designate the minimum and the maximum of νp over p. The quantity νp indicates the average

difference between each training SSP and the future SSPs. A small average difference for

a particular present SSP will lead to a high weight wp in Eq. (5.20), indicating that the

particular SSP is very similar to the future SSPs. In this case, the corresponding equivalent
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model value should be given a high weight for estimating the future equivalent model. These

weights were used in defining a cost function φ which compares the training targets with

their corresponding SVM-estimated values. This cost function depends on C and ε:

φ(C, ε) =
1

P + 1

P∑
p=0

((θE(tp)− θ̂E(tp, C, ε))wp)
2, (5.22)

and its minimum gives the values of ε and C to use in the training of the SVM to predict the

equivalent model. This optimization was performed for every present time tP , which runs

from initial time t0 to tF −∆t (∆t is the prescribed time step in the time axis).

Ideal Circulation Model

This section presents the acoustic forecast results in the context of ideal oceanographic

modeling, i.e., an idealized situation in which the oceanographic forecast is forced to coincide

with the actual water column SSP, at every time sample. First, the equivalent model forecast

is described. Second, the acoustic forecast results are presented.

Equivalent Model Forecast This paragraph describes the results of equivalent model

forecast. The equivalent model is composed solely of the sediment upper compressional

speed. This is the free parameter, whose optimal values shown in Fig. 5.18 compensate for

the mismatch in the parameters shown in Fig. 5.15. Such a simplified equivalent model serves

the purpose of illustration, where the focus is on the method of acoustic forecast, in which

the relationship between the water column sound speed and the equivalent model is the core

functional to be estimated. Nonetheless, the low acoustic misfit observed in Fig. 5.18 shows

that low acoustic errors can be obtained with this simplified equivalent model. Should more

parameters be required to enter the equivalent model vector, then either an equivalent model
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forecast procedure as described below could be applied to each parameter independently, or

the full equivalend model could be predicted simultaneously for the future times of interest.

As explained in the previous sections, the forecast was tackled as a regression exercise,

performed by an SVM. The kernel was chosen as a first-order polynomial (p = 1, in Eq.

(5.19)), and the implementation is attributed to Chan and Lin, who developed the LIBSVM

library[CL11]. The true water column SSP is the only environmental property that changes

over time, and explains the features of the equivalent model time series. Hence, only water

column properties were taken as predictors. Ideally, the true water column properties should

be considered to both: 1) train the regression model and 2) be used as future properties to

be given as input to this model. This situation is feasible in the present context, since

the synthetic oceanographic model outputs coincide with the true SSP. As an example, let

us consider the problem of predicting the equivalent sediment upper compressional speed

at times posterior to 8.6 h (referred to the beginning of the estimation timeline). In this

case, 8.6 h defines the present time, and all the past data was acquired between time 0 and

8.6 h, which corresponds to seven SSP vectors (with 1-m discretization) and seven values

of equivalent sediment upper compressional speed. The obtained prediction (regression)

results are illustrated in Fig. 5.20. It can be seen that most of the features of the future

equivalent sediment speed are followed by the estimate given by the SVM, till the end of the

exercise time window (> 25 days after). This shows the adequacy of SVMs for the problem

at hand, supported by Fig. 5.21, where we can see the range of variation of the SSPs used for

training the SVM. The latter is able to extract the main features of the mapping from SSP

to equivalent sediment speed, with only seven samples of SSP inside the gray area in Fig.

5.21, and the corresponding equivalent sediment speed values (shown in Fig. 5.20, in the



5.2. Acoustic Forecast 117

0 5 10 15 20 25

1680

1690

1700

1710

1720

1730

1740

Time [day]

E
q
u
iv

a
le

n
t 
s
e
d
im

. 
u
p
p
. 
c
o
m

p
. 
s
p
e
e
d
 [
m

/s
]

 

 
P

re
s
e

n
t

Future

Equivalent speed

Equivalent speed estimate

Figure 5.20: Prediction of the equivalent sediment upper compressional speed. (Green): equivalent
speed for all times; (blue): estimated equivalent speed by SVM regression. The bounds of the observed
response during the training period are represented by horizontal dashed lines. Prediction made with
data observed during a 8.6-h time window, with a sampling period of 1.4 h.
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Figure 5.21: Sound speed profile information used in the training phase of the SVM, for regression,
with a training time window of 8.6 h (7 data samples). The shaded area represents the minimum and
maximum values of the sound speed, at each depth, of the profiles used to train the SVM. For reference,
the sound speed profile at the farthest future time (day 28) is shown (dashed line).
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Figure 5.22: Error (defined in Eq. (5.23)) of the prediction of the equivalent sediment upper compres-
sional speed given by the SVM, for the case of ideal oceanographic modeling. For each present time
0 ≤ tP < 28 [day] at which the forecast is issued, the error quantifies the quality of the estimates for
times greater than tP .

“Present” section). The root mean square error (RMSE) of the fit for the future equivalent

sediment upper compressional speed, for all future times > 8.6 h, is 7.7 m/s.

An equivalent model forecast (regression) exercise was then performed for every possible

present time tP running from day 0 to day 28. For each present time, the corresponding

trained SVM was used to forecast the equivalent model at all future times posterior to the

present time. A forecast error measure was defined for each fixed present time 0 ≤ tP < 28,

as the RMSE of the estimates for all the corresponding future times:

gRMSE(tP ) =

√√√√ 1

E − P
E∑

k=P+1

[
θE(tk)− θ̂E(tk)

]2
, (5.23)

where E is the index of the farthest future time, P is the index of the present time, θE(tk) is

the true value of the equivalent model at future time tk (as shown in Fig. 5.18), and θ̂E(tk)

is the estimate given by the SVM. This error is shown in Fig. 5.22. It is seen that, as the

present time increases and thus more information is used regarding the SSP-sediment speed

mapping, the prediction error decreases.
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Acoustic Field Forecast The predicted equivalent sediment upper compressional speed

was given as input to the acoustic propagation model, to obtain the acoustic forecast. The

quality of this forecast was assessed with error measures in a similar way to what was done

for the acoustic nowcast exercise. Both Bartlett-based and TL-based estimation errors were

computed, based on Eqs. (5.4) and (5.5). For the present case, further averaging was

performed over the forecast instance:

µnr(r) =
1

NzNfNtNp

Np∑
p=1

Nz∑
z=1

Nf∑
f=1

Nt∑
t=1

Cn(r, z, f, t, p),

σnr(r) =

√√√√ 1

NzNfNtNp − 1

Np∑
p=1

Nz∑
z=1

Nf∑
f=1

Nt∑
t=1

(Cn(r, z, f, t, p)− µnr(r))2,

σTf (f) =

√√√√ 1

NrNzNtNp − 1

Np∑
p=1

Nr∑
r=1

Nz∑
z=1

Nt∑
t=1

(Cn(r, z, f, t, p)− µnf (f))2,

where p is the index of the time at which the forecast was issued, Np is the total number

of forecast exercises, and Cn(r, z, f, t, p) is the cost in Eq. (5.4) evaluated upon the forecast

issued at time tp. The comparison of this error measure for the case in which the full base-

line environment in Fig. 5.15 was used, without executing acoustic inversion, is compared

to the case in which the predicted equivalent sediment upper compressional speed was used

(together with the other baseline parameters), in Figs. 5.23 and 5.24. In Fig. 5.23, the

Bartlett-type error is shown to be smaller for the case in which the predicted equivalent

model was used, with values essentially below 0.2. The average error increases with range,

due to the accumulation of residual modeling errors originating from two possible causes:

1) the environmental mismatch cannot be fully compensated by any value of sediment com-

pressional speed; 2) the regression step for the estimation of the future equivalent sediment

speed is susceptible to errors. The measures of TL error as a function of frequency or time
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Figure 5.23: Bartlett misfit as a function of range, in the problem of acoustic forecast, for the case of
ideal oceanographic modeling, when using the baseline (pink) or the equivalent (green) environments.
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Figure 5.24: Transmission loss error as a function of range, in the problem of acoustic forecast, for the
case of ideal oceanographic modeling, when using the baseline (red and pink) or the equivalent (green)
environments, as a function of frequency (a) and time (b). The errors are shown as average value ±
one standard deviation.

are shown in Fig. 5.24. In terms of average, it is seen that the use of the predicted equiva-

lent model leads to lower errors, both seen as a function of frequency or time. The standard

deviation of the error corresponding to the equivalent model is approximately half of the

one corresponding to the full baseline environment. One explanation for that standard de-

viation to not be smaller is the fact that the equivalent model was determined in such a way

that it minimizes the joint acoustic error at different frequencies and depths, for a single

range, according to the approximation in Rems. 5.1 and 5.2. The results shown in Fig. 5.24

consider averages over ranges at which acoustic arrays are not available, hence for which

the equivalent model determined at 5 km might not be appropriate. In reality, both error
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average and standard deviation would decrease, if any of these exemplifying modifications

was introduced in the experimental setup: 1) to define a different equivalent model for each

frequency, performing several single-frequency acoustic inversion exercises; 2) to observe the

acoustic field at several ranges, positioning vertical receivers, at least, at farther ranges from

the acoustic source (refer to the case of acoustic nowcast, in Fig. 5.13, where two acoustic

receiver arrays were employed). Since the equivalent model is a function of frequency and

space (see Eq. (2.4)), only by positioning receivers at all space points of interest and de-

termining equivalent model outcomes for every point and frequency, the final acoustic error

will be close to zero, with small variance.

Real Circulation Model: NCOM

The acoustic forecast results in the context of real oceanographic modeling as performed by

the NCOM model are presented in this section. The equivalent model forecast is described,

followed by a presentation of the acoustic forecast results.

Equivalent Model Forecast This paragraph describes the equivalent model forecast

results for the case in which the oceanographic forecasts were obtained with the NCOM

model. As an example, let us consider the problem of predicting the equivalent sediment

upper compressional speed at day > 5.2, using the data available from day 3.4 to day 5.2 (the

NCOM model was run for day ≥ 3.4, during the MREA’03 sea trial). The estimate obtained

with the SVM for the future equivalent sediment upper compressional speed is illustrated in

Fig. 5.25. The RMSE of the estimate is 10 m/s.

The prediction of the equivalent sediment upper compressional speed was then done for

every possible present time (the time sample at which the forecast was issued) in the interval
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Figure 5.25: Prediction of the equivalent sediment upper compressional speed, in the problem of acoustic
forecast, for the case of real oceanographic modeling.
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Figure 5.26: Error (defined in Eq. (5.23)) of the prediction of the equivalent sediment upper compres-
sional speed given by the SVM, for the case of real oceanographic modeling (with NCOM). For each
present time 3.4 ≤ tP < 28 [day] at which the forecast is issued, the error quantifies the quality of the
estimates for times greater than tP .

3.4 ≤ tP < 28 [day] (limited by the availability of the NCOM forecasts). The forecast error

as defined in Eq. (5.23) was computed for the predicted values, and is represented in Fig.

5.26. Differently from what is verified for the case of ideal oceanographic modeling in the

previous section —see Fig. 5.22—, the equivalent model estimation error exhibits larger

variations, which reflect the contribution of the oceanographic forecast time-variant error.

Acoustic Field Forecast The predicted equivalent sediment upper compressional speed

was given as input to the acoustic propagation model, to obtain the acoustic forecast.
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Figure 5.27: Bartlett misfit as a function of range, when using the baseline (pink) or the equivalent
(green) environments. These errors correspond to acoustic forecast, in the case that the oceanographic
model is the NCOM.
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Figure 5.28: Transmission loss error as a function of frequency (a) and time (b), when using the baseline
(red and pink) or the equivalent (green) environments. These errors correspond to acoustic forecast, in
the case that the oceanographic model is the NCOM.

Similarly to the previous case of ideal oceanographic modeling, three types of acoustic

forecast error are shown here: range-, frequency- and time-dependent error. For the range-

dependent case, the Bartlett-based error is shown in Fig. 5.27. For the frequency- and

time-dependent cases, the acoustic error is shown in Fig. 5.28 (a) and (b), respectively.

These results show that there is no significant difference between using the equivalent model

or the full baseline model to predict the acoustic field. By comparing Figs. 5.27 and 5.28

with Figs. 5.23 and 5.24, it can be concluded that the oceanographic error has a major

influence on the acoustic forecast results. The fact that the water column has a significant

impact on acoustic propagation, added to the inevitable errors of the particular operational
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circulation model at hand, mask the effect of the equivalent model in compensating for the

mismatch on the ocean bottom parameters.

Sensitivity to Oceanographic Error The high sensitivity of the acoustic forecast to the

oceanographic forecast error was studied with a simple analysis as follows. An estimation

timeline was defined as comprising a training time window from day 3.5 to day 4.0 (10 sam-

ples), and a forecast time window defined from day 4.1 to day 4.6 (10 samples). The purpose

is to use the information obtained from the 10 training samples, to issue an acoustic forecast

for the 10 next time samples. The information obtained from the 10 training samples is

the equivalent sediment upper compressional speed and an SVM model of the relationship

between the true water column properties and the equivalent sound speed. The estimation

of the future acoustic field follows exactly the same procedure as presented above, for the

cases of ideal and real oceanographic forecast modeling. Nevertheless, here several estima-

tion exercises are executed (50 in total), each of them characterized by different synthetic

oceanographic forecasts. In each estimation exercise, the instantaneous oceanographic fore-

cast is defined as a weighted average of the true water column SSP and the NCOM-computed

forecast:

csyn(t) = ρ cNCOM(t) + (1− ρ) ctrue(t), (5.24)

with ρ running from 0 to 1 over the exercises. Each value of ρ corresponds to a particular

value of oceanographic error, here quantified as an RMSE value:

eRMSE(ρ) =

√√√√ 1

NzNt

Nz∑
z=1

Nt∑
t=1

(ctrue(z, t)− csyn(z, t))2

= ρ

√√√√ 1

NzNt

Nz∑
z=1

Nt∑
t=1

(ctrue(z, t)− cNCOM(z, t))2, (5.25)
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where Nz and Nt are the number of SSP depths and time samples (here, Nt = 20 time

samples), respectively, ctrue(z, t) designates a true SSP at depth z and time t, and csyn(z, t)

is a synthetic oceanographic forecast defined as in Eq. (5.24). The extremes ρ = 0 and ρ = 1

lead to the results associated (not exactly equal, because the time windows are much smaller

in the present case) to the ideal circulation model and the real circulation model (NCOM),

respectively. The RMSE of the synthetic oceanographic forecast as a function of ρ, defined

in Eq. (5.25), is shown in Fig. 5.29. For each estimation exercise, the acoustic forecast
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Figure 5.29: Root-mean-square-error of the synthetic oceanographic forecast as a function of the
weighted average parameter ρ, as defined in Eq. (5.25).

was computed in two different ways, as in the previous sections. In the first approach, the

acoustic propagation model takes as input the water column SSP given by Eq. (5.24), and

the baseline environmental model shown in Fig. 5.15. In the second approach, the difference

in the input environmental parameters for the acoustic propagation model consists in the

sediment upper compressional speed, which is estimated with an SVM, as described in the

previous sections. For each approach, average acoustic forecast errors were computed as:

µbaseline =
1

NrNzNfNt

Nr∑
r=1

Nz∑
z=1

Nf∑
f=1

Nt∑
t=1

|TL(r, z, f, t)− T̂Lbaseline(r, z, f, t)|, (5.26)

µequivalent =
1

NrNzNfNt

Nr∑
r=1

Nz∑
z=1

Nf∑
f=1

Nt∑
t=1

|TL(r, z, f, t)− T̂Lequivalent(r, z, f, t)|, (5.27)
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where µbaseline and µequivalent correspond to the first and second approaches, respectively.

The approaches were compared through their forecast errors, and a measure I of increase in

quality of the acoustic forecast was defined as a difference of the acoustic errors:

I = µbaseline − µequivalent. (5.28)

With this measure, a high value for I represents the situation in which the use of the

equivalent model leads to a high improvement in the final acoustic estimate, over the baseline

model. The value of I as a function of eRMSE, for all the estimation exercises, is shown in

Fig. 5.30. It is seen that, for average oceanographic forecast errors smaller than 1.7 m/s,
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Figure 5.30: Measure of improvement of equivalent modeling over baseline modeling, in terms of
acoustic forecast error. The improvement is computed as the difference between the acoustic errors
corresponding to the baseline and the equivalent model, respectively, and shown as a function of the
synthetic oceanographic forecast RMSE —see Fig. 5.29.

the equivalent model always outperforms the baseline model.

Real Circulation Model and Water Column Measurements

This section presents acoustic forecast results computed with the forecasts given by NCOM,

and a scheme to take into account the oceanographic forecast error. The information from

the oceanographic forecasts and the CTD measurements is fused, in order to be consistent

with the following principles:
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1. The value of the equivalent model is a function of the true environment, and not

directly of an oceanographic prediction of that environment;

2. The only information available regarding the future true environment is contained in

the oceanographic forecast (future measurements are never available).

The points above express that, since the outcome of the equivalent model is a function of

the true environment (which applies to present and future times), and this “function” can

be estimated with a function approximator, ideally the true environment should be used

as input to the approximated function, to estimate the future equivalent model. If the

future true environment is replaced by a circulation model-estimate, then the quality of

the equivalent model estimate becomes highly dependent on the accuracy of the circulation

model-estimate, as seen in previous sections. Here, an algorithm is proposed which intends

to alleviate the dependence of the equivalent model estimate on the oceanographic forecast

accuracy, as follows: first, the mapping from the true environment to the equivalent model

is estimated (in the same way as for the case of an ideal circulation model, as described

in p. 115), resorting to an SVM; second, an estimate of the future true environmental

measurement is produced from the oceanographic prediction; third, the mapping estimated

on the first step is fed with the estimate of the future environmental measurement. The

idea is to capture the oceanographic forecast estimation bias from past data consisting of

synchronous measurements and forecasts, an then trying to ‘unbias’ future estimates.

An oceanographic forecast error measure was defined as:

εSSP (t) =
1

(F − P )Nz

Nz∑
z=1

F∑
f=P+1

[cCTD(z, tf )− ĉ(z, tf )] , (5.29)
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Figure 5.31: Sound speed estimation error of the forecast given by NCOM. Each point in the curve is
the average absolute value of the difference between the true and the forecast sound speed, over depth.

in which t is the time for which the forecast was issued. The error, as a function of time,

is shown in Fig. 5.31. The error is negative for most of the time samples, because at most

depths, the forecast sound speed is larger than the true one, as summarized in the average

measured and forecast profiles in Fig. 5.32. The error in Fig. 5.31 is rather unstable, as seen

in Fig. 5.31. Nevertheless, periods of relative stability can be found for example between

day 9 and 13. Thus, it is expected that, if only data from this period was used to estimate

the oceanographic forecast bias, to be used on a prediction of the true SSP for e.g. day 20,

the forecast bias could in principle be highly minimized. In the present section, similarly to

previous sections, it is assumed that the true SSP coincides with the measured SSP.

The future true SSP is estimated from the oceanographic prediction, by using Bayesian

estimators, which start by estimating the probability of the CTD measurement conditioned

on the forecast. Each depth is treated independently. By designating the CTD measurement

at depth z by cCTD(z) and the corresponding forecast by cNCOM(z), the starting point for the

Bayesian estimators is to estimate p(cCTD(z)|cNCOM(z)), in which p is a probability density

function. From the estimate of the probability density function, p̂(cCTD(z)|cNCOM(z)), three
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Figure 5.32: Average measured (CTD) and forecast (NCOM) sound speed profiles.

Bayesian estimates are readily obtained, for the realization of cCTD(z):

ĉMAP (z) = arg max
cCTD(z)

p̂(cCTD(z)|cNCOM(z)); (5.30)

ĉMMSE(z) =

∫
cCTD(z)p̂(cCTD(z)|cNCOM(z))dcCTD(z); (5.31)

ĉMED(z) = median of p̂(cCTD(z)|cNCOM(z)), (5.32)

designated as maximum a posteriori, minimum-mean-square-error (MMSE) and me-

dian estimates, respectively[Kay93]. In practice, the posterior probability density

p(cCTD(z)|cNCOM(z)) was estimated from the joint density of cCTD(z) and cNCOM(z), the

latter estimated with a kernel density estimator, using a Gaussian kernel. The joint density

was then normalized by the marginal density of cNCOM(z). For each present time tP , an

estimate of the future values of sound speed was obtained, at each depth. For each type of

estimate in Eqs. (5.30),(5.31) and (5.32), an estimation error was defined as a function of
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present time, as follows:

eSSP (P ) =
1

(F − P )Nz

Nz∑
z=1

F∑
f=P+1

|cCTD(z, tf )− ĉ(z, tf )| , (5.33)

in which P is the index of present time tP , f is an index of a future time sample, and ĉ(z, tf )

is any of the three estimates in Eqs. (5.30),(5.31) and (5.32). The idea is to quantify the

predictability characteristics of the estimators, as a function of the available information. If

the joint statistics between the measurement and the forecast are stationary, it is expected

that the estimation error decreases as present time moves forward. The error defined in Eq.

(5.33) is shown in Fig. 5.33. One can find a reasonable correlation between the results and
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Figure 5.33: Sound speed estimation error, for each present time with index P , tP . The estimate is
any of the Bayesian estimates which take the oceanographic forecast as the observation, to infer the
CTD measurement at a future time.

the oceanographic error presented in Fig. 5.31. For tP < day 10, the forecast error is quite

unstable, which leads to estimates of the conditional probability of cCTD(z) which deviate

very likely from the true density for future times. For present time in the period from day 10

to day 20, the Bayesian estimates exhibit low error, which is correlated with a more stable

forecast error seen in Fig. 5.31. For a present time > day 20, the Bayesian estimates deviate

from the true values in a significant extent, possibly because the behavior of the forecast
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error is different from the one at past values (see 5.31). Though some of the fluctuations in

this period were already observed before day 10, their importance is smaller than the more

stable characteristics of the forecast error, which remain approximately valid for a total of

10 days (from day 10 to day 20). In general, the error corresponding to the MMSE estimate

is the lowest, hence only MMSE estimates are considered in the following.

As mentioned above, an SVM is previously trained with the CTD profiles as predictors,

and the acoustic inversion results as response, exactly as for the case of an ideal oceano-

graphic model. The trained SVM is then fed with the MMSE estimate defined in the above

paragraph, and gives as output the estimate of the future equivalent model. The latter is

used in an acoustic forward modeling exercise, which provides the acoustic forecast. For each

possible present time sample, a different series of acoustic forecasts for all the possible future

time samples is obtained. An error measure was defined accordingly, fixing the present time,

and varying the future time, with the mean and standard deviation defined as follows:

µ(r) =
1

NzNfNtf

Nz∑
z=1

Nf∑
f=1

Ntf∑
t=1

Cn(r, z, f, tf ), (5.34)

σ(r) =

√√√√√ 1

NzNfNtf − 1

Nz∑
z=1

Nf∑
f=1

Ntf∑
tf=1

(Cn(r, z, f, tf )− µnr(r))2, (5.35)

in which Cn(r, z, f, tf ) is the Bartlett-type cost defined in Eq. (5.4), and tf is a future

time sample. For a selected value of present time tP = day 14, this error is shown in

Fig. 5.34, for both cases of the SSP given either directly by the NCOM model, or given

by the MMSE estimate above. It is seen that both errors increase with distance, due to

range-accumulated effects of mismatch. Additionally, the average error corresponding to

the Bayesian estimate of the SSP and the equivalent model estimate is lower than the one

corresponding to the baseline. A simple comparison with the result in Fig. 5.27 (method
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Figure 5.34: Bartlett misfit as a function of range, when using the baseline (red and pink) or the
equivalent (green) environments. These errors correspond to acoustic forecast, in the case that the
water column is determined by Bayesian estimation using NCOM and CTD data, and the equivalent
model is determined by an SVM trained with the CTD data and the acoustic inversion results up to
present time, and responding to the Bayesian estimate as input.

using the real oceanographic forecast as a water column realization for the future time

sample) can be done. For the present case, the error corresponding to the equivalent model

and the Bayesian-estimated SSP is lower than the one shown in Fig. 5.27 (green curve),

showing the advantage of using information from both the oceanographic forecast and the

CTD measurements. A comparative study of the different methods of acoustic forecast

presented in this work was done, in which the RMSE in TL was computed as a function of

present time tP , for each method. The results are shown in Fig. 5.35, and described below

according to decreasing error. It is seen that, if no optimization for acoustics is done, the

largest error is obtained (red curve in Fig. 5.35). A lower error is obtained in the case in

which acoustic measurements are taken into account to estimate the equivalent model. The

latter is combined with the NCOM-derived forecasts, as mentioned previously, for the case

of the real oceanographic forecast (see, for example, Fig. 5.27, showing the corresponding

overall error, as a function of range). Below this error, we find the error corresponding
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Figure 5.35: Root-mean-square of transmission loss estimation error, as a function of present time. The
curves represent four types of acoustic estimation: (red) water column fixed to the NCOM forecast,
and remaining environmental parameters set to baseline values; (black) water column fixed to the
NCOM forecast, and equivalent model determined by an SVM trained with the NCOM forecast and the
equivalent model up to present time; (green) water column determined by Bayesian estimation using
NCOM and CTD data, and equivalent model determined by an SVM trained with the CTD data and the
equivalent model up to present time, and responding to the Bayesian estimate as input; (blue) SSP fixed
to the ideal oceanographic forecast (coincident with the true SSP), and equivalent model computed as
the response of the SVM to that SSP.

to the forecast-measurement data fusion proposed in the present section. The error curve

reflects the characteristic of the sound speed estimation error shown in Fig. 5.33 (which

is a consequence of the oceanographic forecast error features in Fig. 5.31). The lowest

values of acoustic error appear for values of present time 10 < tP < 20 [day]. Contrarily

to what could be expected, in terms of the consequences of accumulating oceanographic

information, for the acoustical application, this error curve does not decrease over time.

This can be explained by the irregularity of the oceanographic forecast (see Fig. 5.31).

The joint statistics of measurement and forecast are non-stationary, and hence it is not

guaranteed that: 1) the Bayesian estimate of the future SSP is sufficiently close to the true

value (for acoustical estimation); 2) the estimate of the joint density of the measurement

and the forecast is consistent (tending to the true density, as the number of samples tends

to infinity). In this scenario of acoustic forecast, in which several types of information are
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fused (oceanographic measurements and forecasts, and acoustic measurements), it is seen

the advantage of: 1) using acoustic measurements to minimize the impact of geoacoustic

mismatch; 2) using CTD measurements to infer the origin of the equivalent model pattern;

3) combining the oceanographic forecast with the CTD (in situ) measurement, to refine the

highly operational (relying on very few in situ measurements) oceanographic forecast for the

fine scale necessary for the acoustical application. In Fig. 5.35, the lowest error (blue curve)

is obviously the one corresponding to the ideal oceanographic forecast (procedure explained

in p. 115).

5.3 Summary

The present chapter presents approaches to acoustic nowcast and forecast, using the concept

of equivalent model. Acoustic nowcast is solved using data from a past period of oceano-

graphic sampling, and an acoustic measurement at the time of nowcast. The acoustic data

is inverted, to obtain the equivalent model. The latter, in a strict definition, is the set

of environmental parameter values best suited to be used as propagation model inputs, to

model the field received at a single spatial point and a single frequency. Impracticability of

implementing this definition motivated an approximation consisting of a range-dependent,

frequency-depth-independent model, which is determined by acoustic inversion with a ver-

tical array. By using two vertical arrays, two instances of equivalent model are determined,

which are interpolated/extrapolated to model the acoustic field at inter- and outer-array

ranges. The tests showed an improvement of ≈ 5 dB in the estimate of transmission loss,

as compared to a standard estimation procedure which does not consider acoustic measure-

ments. Summarily, the following aspects are to be retained: 1) the use of the equivalent
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model shows an improvement on the acoustic estimate, as compared to a baseline parame-

terization; 2) acceptable results are obtained by interpolating the equivalent model between

the receiver array ranges; 3) there is a residual acoustic error at the end of acoustic inversion,

which cannot be removed with the structure considered for the equivalent model; 4) this error

leads to a degradation of the acoustic nowcast, increasing with range and frequency.

In its elementary form, acoustic forecast is solved for a time sample posterior to a

period of acoustic-oceanographic measurement. In the proposed method, the addition with

respect to acoustic nowcast is that the equivalent model outcome is seen as a function

of the true environment. This functional relationship is estimated with a support vector

machine. According to the present rationale, the future true environment contains relevant

information concerning the future equivalent model. On its turn, the latter contains the

full information concerning the future acoustic pressure. Running the acoustic propagation

model parameterized with the future equivalent model produces directly the future acoustic

estimate. Thus, the forecast process starts by estimating the future true environment. A

valuable estimate can be obtained with a circulation model, such as NCOM. However, the

circulation model estimate per se did not allow to obtain an accurate estimate of the future

equivalent model, and also could not be used directly in the propagation model, without

leading to significant acoustic error. To overcome this difficulty, a scheme is proposed in

which NCOM forecasts and water column measurements are fused, capturing and minimizing

forecast uncertainties. Interestingly, this proved to reduce the final acoustic forecast error,

as compared to the estimation scenario which did not take the oceanographic forecast error

into account. In numerical terms, the transmission loss estimation error decreased from 5.5

to 4.3 dB, in the simple illustrative tests with a single equivalent model parameter.
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Chapter 6

Conclusion

“What happens when the future has come and gone?”

Robert Half

“T hroughout the book, wherever we can, we perform the trick of Janus, the mytholog-

ical Roman God, who simultaneously faces in opposite directions. One view, called ‘the for-

ward problem of ocean acoustics’, is in the traditional direction where the knowledge of ocean

parameters allows one to predict the propagation of sound. The opposite view, called ‘the

inverse problem’, uses the distinctive details of the propagation at a time and place to deduce

the parameters and processes of the particular ocean through which the sound has traveled”.

The above text, opening Ref. [MC98], reflects how acoustic propagation models can be ap-

plied in ocean acoustics. In any of these applications, apart from the accuracy in modeling

the fine details of the propagation process, it is fundamental that the model is framed by

accurate oceanographic information. In the “forward problem”, incorrect values of some

environmental parameters may lead to an incorrect acoustic prediction[WLH+06, WLH+09].

In the “inverse problem”, the accuracy of environmental knowledge (often more important

than the signal-to-noise ratio) will determine the ability of the estimation process to pin-
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point the unknown property (e.g. source location or geoacoustic stratification)[Del88, Sha88,

Gin89, Tol89, Byr92, Pre92, BKM93, Smi93, GG94, GH98, JPS+00, LL05]. In applications

of the inverse problem, variants of the original techniques were proposed, which are able to

cope with environmental uncertainty. For example, in source localization, both the source

location and some properties of the ocean environment are estimated. Though the source

position fortunately appears at the correct location, the environmental parameter estimates

have incorrect values[CK91, GG94, ZDF96, BC05]. This type of approaches deals with what

is called an “equivalent model” in the present work, and has its definition attached to a

particular acoustic effect, in a certain oceanic scenario of interest. In the present work, in

which the forward problem is the focus, inevitable environmental mismatch is not seen as a

tremendous gap in the available information. Instead, it is treated and used ‘as it is’. This

apparent simplicity of terms and procedures comes at the cost of adding independent (acous-

tic) measurements to the estimation process. In reality, this is not necessarily a cost, since

the emphasis on environmental measurement can be transferred to acoustical measurement,

because the latter is the minimum necessary to calibrate the acoustic modeling tool at hand.

Acoustic measurements can alleviate the need to do in situ measurements of some environ-

mental properties, whose true value is even not required in exact terms, for the acoustical

application. The forward problem appears here as less sensitive to environmental mismatch

than in classical simple forward problems, due to the addition of an inverse problem as a

pre-processing step, which finds an equivalent model appropriate for acoustic prediction.

It is expected that the ideas developed in the present work can be applied in several prob-

lems of acoustic estimation, such as ocean ambient noise monitoring or sonar performance

prediction. In the first application, a network of acoustic arrays can be deployed at sea,
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continuously acquiring man-made/biological/environmental noise. The acoustic array data,

when inverted, provides equivalent model outcomes for the respective arrays. The spatial

interpolation/extrapolation of the equivalent models can then be used in a forward problem,

to estimate the acoustic field in between the arrays, and outside the array perimeter area.

At the end, an oceanic noise map can be built from the individual forward model runs. In a

problem of sonar performance prediction for target detection, the main difference from the

above is the requirement to have at hand oceanographic estimates of the ocean state at a

future time. A hypothetical scenario could consider a training phase in which an acoustic

source is positioned at possible target locations. In that phase, acoustic inversion would be

performed to determine the equivalent model representative of the static properties of the

area. In a second phase, the water column sound speed would be fixed to the oceanographic

forecast, and used together with an estimate of the future equivalent model, to estimate the

acoustic field produced by a hypothetical underwater target, and hence the sonar detection

capability. With a highly accurate oceanographic model, minimal environmental measure-

ments would be sufficient. In the case of a highly operational model, water column sound

speed measurements would be required to be fused with the oceanographic forecast and the

equivalent model, in order to maximize the accuracy of the future equivalent model estimate.

The present framework is limited by several factors: 1) degree of mismatch; 2) stabil-

ity/regularity of the equivalent model; 3) composition of the equivalent model. First, the

degree of mismatch is a function of prior knowledge about the environment, and the en-

vironmental structure imposed by the propagation model. Higher mismatch, if not almost

completely removed by acoustic inversion, implies less reliability of the equivalent model to

represent the acoustic field. Second, the equivalent model is a function of the true environ-
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ment, of the mismatch, of the propagation features and of the acoustic signal characteristics.

In case the equivalent model is a smooth function of some of these quantities, it can be

interpolated with respect to those quantities. For instance, if it does not change signifi-

cantly with space, two acoustic arrays may be enough to estimate the inter-array equivalent

model, in a distance of several kilometers, as seen in the present work, for the problem of

nowcast. In the opposite case, interpolation will produce equivalent model estimates which

are inappropriate for the targeted local area/signal frequencies. Third, the composition of

the equivalent model has to be chosen as a tradeoff. In the one hand, an equivalent model

with many parameters has at least two advantages: 1) to allow a priori a very high acous-

tic fit in acoustic inversion; 2) to alleviate the need to do expensive and time-consuming

environmental measurements, since acoustic inversion is able to provide estimates of the en-

vironment. In the other hand, an equivalent model with a high number of parameters might

lead to overfitting, which renders the equivalent model less stable over space, frequency, etc.

Equivalent model instability might also exist when ‘sub-equivalent models’ appear inside the

equivalent model vector, defined by sets of correlated parameters.

Whether the targeted application is the “forward problem” or the “inverse problem”, or

a complex interdisciplinary data assimilation problem[RL03], the intended message of the

present work is: 1) to acknowledge that it is virtually impossible to use a propagation model

parameterized with the full detail of the real environment, and obtain the full detail of the

real acoustic pressure at the output; 2) the previous point is not a dead end, as long as

the model parameters, potentially different from real counterparts, are optimized for the

model output to be sufficiently close to the real/measured acoustic field. Among the various

inputs/outputs of the model, only some of them will match real counterparts. The remaining
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ones have to be optimized according to that match, and the particular application of the

model. In summary, a model has to be treated as a model, and the reality has to be treated

as reality.
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