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Abstract

This thesis discusses the application of the methods of Ocean
Acoustic Tomography to monitorize and invert the variations of
internal tides in coastal environments. The material of this thesis
starts with a detailed theoretical description of the propagation of
internal tides, in the linear and non-linear cases. That discussion
allows one to introduce the concept of Hydrostatic Normal Modes
(HNMs) and shows, in particular, that the HNMs form a complete
orthogonal basis to represent the fields of pressure, current, tem-
perature, sound speed and salinity. Furthermore, ray-tracing simu-
lations allow one to predict the effects of variations of waveguide
geometry, and sound speed, on the temporal arrivals of the acoustic
signal. The simulations allow also to develop a robust strategy of
tomographic inversion, which is tested first with simulated data,
and then with real acoustic data from the INTIMATE’96 experi-
ment. Finally, this dissertation shows that the methods of Ocean
Acoustic Tomography can be efficiently applied to monitorize and
invert the propagation of the internal tide in a coastal environment,
allowing to achieve a high degree of accuracy in the tomographic
inversion.
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Resumo

Esta tese discute a aplicacao dos métodos da Tomografia Actstica
Oceanografica a monitorizacao e consequente inversao das marés
internas em ambientes costeiros. O material desta tese comeca por
descrever em detalhe o modelo tedrico de propagacao das marés in-
ternas, nos casos linear e nao-linear. Esta discussao permite intro-
duzir o conceito de Modos Normais Hidrostaticos (MNHs). Mostra-
se, em particular, que os MNHs constituem uma base ortogonal
completa para representar os campos de pressao, corrente, tempe-
ratura, velocidade do som e salinidade. Seguidamente, recorrendo
a simulagoes, discutem-se os efeitos das variacoes geométricas e am-
bientais, nas chegadas temporais do sinal. As simulagoes permitem
desenvolver uma estratégia robusta de inversao tomogréfica, a qual
¢ inicialmente testada em dados simulados, e é entao aplicada aos
dados reais da experiéncia INTIMATE’96. Mostra-se, de forma
consistente, que os métodos da Tomografia Actustica Oceanografica
podem ser aplicados eficientemente na monitorizagao e inversao da
maré interna, permitindo alcancar um alto grau de precisao to-
mogréafica.
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Chapter 1

Introduction

The concept of “tide” is usually associated with the rise and fall of the sea level, which
takes place approximately every twelve hours [1]. Generally speaking tides correspond to
a particular case of gravity waves, which propagation depends on the relative positions of
the Moon and the Sun [2]. In this way tidal waves propagate along the planet inducing the
movement of the oceanic masses, with the particularity that their movement is constrained
by the presence of continents. As any other type of oscillatory motion tides can be characte-
rized in terms of energy, according to the intensity of oscillations of the sea level. In general,
the motion of the oceanic masses takes place uniformly, so the surfaces of constant density
and pressure oscillate in phase, and there is no mixing of the water located close to the
surface, with the water located at higher depths. Therefore, the density and temperature
distributions remain almost constant along time. However, when the tidal wave propagates
from the deep ocean to a shallow water region (for instance, towards the coast) there is a
significant concentration of the tidal energy in the shallower channel of propagation. That
concentration of energy can give rise to the mixing of the water masses located at different
depths, and therefore induces temporal variations of the water column density and tempe-

rature. Since those variations take place in the interior of the water column they are known,
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generally, as “internal tides” [3], in contrast with the usually observed tide, which is often
called as “surface tide”. From the physical point of view internal tides correspond to a par-
ticular case of internal waves, in resonance with the surface tide. Both surface and internal
tides have a significant impact in the coastal habitats, due, in particular, to the phenonema
of sediment transport and redistribution of plankton populations, which are associated to the
propagation of both types of tides. In this sense, monitoring the internal tide constitutes a
task of significant importance for the management of coastal resources. The technical means
involved nowadays in that type of monitoring involve the usage of “intrusive” techniques, like
CTDs, XBTs, ADCPs, thermistor chains, etc. [1]. Those techniques are not only expensive
to use, but they are also “constrained” in the sense that they provide only local measure-
ments of the water column properties. If the acquisition of oceanographic data involves the
usage of a significant amount of technical resources the situation becomes unfeasible for the
monitoring of a large zone along the coast. For this reason (and many others) internal tides

had not been studied in a consistent manner.

Ocean Acoustic Tomography [3]-[5] constitutes an alternative to the standard, “intru-
sive”, methods. The technique, proposed originally by Walter Munk and Carl Wunsch, is
inspired in biomedicine and sysmology and consists in the utilization of a net of acoustic
sources/receivers, along the borders of a particular oceanic area, to invert (i.e., to determine)
the sound speed field within the interior of the considered area. The tomographic inversion
takes advantage of the sensitivity of the acoustic signals to the variations, in time and space,
of the sound speed field (and, as will be shown later, of the temperature field) within the
interior of the monitorized area. Since Ocean Acoustic Tomography was proposed, in the be-

ginning of the seventies, it has been used as an effective alternative to the classical methods



for the monitoring of ocean environments. In this sense, a significant number of studies
dedicated to tomographic inversion, in different ocean environments, had been developed,
starting with the “classic” case of deep water (with transmission and reception distances
of the order of hundreds, and even thousands, of kilometers) [6]-[8], until the case of the
continental platform and coastal —shallow water— areas, with typical depths less than 200
m [9, 10]. In a closer temporal perspective some experiments on acoustic shallow water
tomography have been performed in Portuguese waters, through the development of the

INTIMATE project, which will be discussed in detail in Chapter 3.

One of the most interesting aspects (although not explored yet) of Ocean Acoustic Tomo-
graphy is related to its application to the monitoring (and further inversion) of internal tides
in coastal areas [11, 12]. Acoustic tomography monitoring, and inversion, of the internal tide
would involve a reduced set of human and technical resources, in addition to the fact that
it would provide important information that could be used to improve the management of
coastal resources. From the point of view of the forward problem, i.e., from the point of view
of acoustic propagation through a sound speed field perturbed by an internal tide, there is a
significant amount of observations (to be discussed in section 2.5) which show the sensitivity
of acoustic signals to the propagation of internal tides. Nevertheless, from the point of view
of the inverse problem, i.e., considering the problem of determining the internal tide from the
variations of the acoustic signal, there is an evident lack of experimental studies. In fact, at
the scale of coastal habitats, the transmission distances are of the order of tens of kilometers,
and it is not clear how to adapt “classical” tomography, characteristic of deep-water pro-
pagation scenarios, to the case of coastal (shallow-water) regions. That adaptation should

take into account both the specific characteristics of the environment that one pretends to
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monitor, and the particular characteristics of the phenomenon that one intends to invert.
These two particularities are strongly remarked by Munk et al., during the discussion of the
inverse problem, in [5].

This dissertation will develop a detailed discussion of the application of acoustic tomo-
graphy to the monitoring, and further inversion, of the internal tide. The discussion will
take advantage of an intensive analysis of the physical model of propagation of internal tides,
which will be discussed in detail in Chapter 2. The main objective of this Chapter will consist
in identifying the most important aspects of the theoretical model, to be incorporated into
the tomographic inversion. Chapter 2 will allow one also to introduce a logical structure
of interconnections between the propagation problems of acoustics and internal tides, by
introducing also some of the fundamental concepts of underwater acoustic propagation and
signal processing. Some concepts introduced in Chapter 2 will simplify the discussion of the
acoustic and oceanographic data, acquired during the tomography sea trial INTIMATE’96,
which will be described in Chapter 3. The concepts introduced in Chapters 2 and 3 will
allow to introduce a robust parameterization of the sound speed profile, to be discussed in
the first part of Chapter 4. Furthermore, the second part of Chapter 4 will be dedicated to
simulations of acoustic propagation, in the case of geometric and environmental variations of
the propagation channel, which will allow to clearly identify the perturbations on the acous-
tic signal, induced by the surface and internal tides. The results of this Chapter, together
with the discussion of the theoretical model related to the propagation of internal tides, will
allow to develop a tomography scheme, which will be tested initially through simulations, in
Chapter 5, and on real data of the INTIMATE’96 sea trial. The results of these tests will

be discussed in Chapter 6 and the conclusions will be presented in Chapter 7.



The discussion presented in this dissertation will allow to clearly identify the fundamental
factors that make possible to develop a robust inversion of internal tides, and will also show
the feasibility and robustness of the methods of Ocean Acoustic Tomography, based on
arrival times, for the monitoring of internal tides. Finally, this dissertation will show the

high accuracy of inversion, that those methods can achieve.






Chapter 2

Internal and surface tides

The concept of “tide” is usually associated to the rise and fall of the sea level, which in most
of the coastal zones has a period of approximately twelve hours. At some locations one can
find deviations from this value, with tides that can achieve a periodicity up to 25 hours.
The rise and fall of the sea level is the most obvious characteristic to most part of observers,
which explains the existence of tidal records since the beginnings of navigation. It is also
quite significant that in the thirteen century it already existed a compilation of empirical
techniques for the prediction of tides, which were based on the observation of the motion
of the Moon. Nevertheless, the driving phenomenon is related to the horizontal currents
of the tides, since the rise and fall of the water masses are the main consequence of the
convergence or divergence of the currents, when the flux of water moves towards to the coast
or away from it. It should be remarked that the phenomenon of tides is not exclusive of the
masses of water that form the oceans, since the mass of the Earth and the different layers of
the atmosphere are affected also by the gravitational forces that originate the ocean tides,
although the corresponding oscillations for the Earth and the atmosphere are of reduced
amplitude. Taking into account the particular characteristics of the tides one can notice

that they correspond to a barotropic phenomenon, which means that, independently of the
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phase and height of the ocean tide, the different “layers” that constitute the water column
displace in phase, keeping a parallel alignment between the surfaces of constant pressure
(known as “isobars”), the surface of the ocean, and the surfaces of constant density (known
as “isopycnics” ). However, when the tide propagates from an environment of deep waters (as
in the case of the open ocean), to an environment of shallow waters (towards the coastline),
there is a significant concentration of tidal energy in a channel of smaller depth, giving rise to
the mixing of the different layers, which were initially homogeneous. That mixing originates
variations of the water column density, where the isopycnics loose the parallel alignment with
the isobars and the ocean surface. A system under those conditions is known as baroclinic.
In the case of the baroclinic tide one can observe a periodic variation of the water column
temperature, which takes place with the same frequency as the rise and fall of the water level.
Taking into account that all those variations occur within the water column (which explains
the reason why the baroclinic tides started to be systematically studied at the beginning of
the XX century) the baroclinic tide is usually known as the “internal tide”, in contrast with
the usual barotropic tide, which is generally termed as the “surface tide”. In this Chapter
some fundamental concepts will be introduced, that will then be used extensively along the

remaining Chapters.

2.1 Surface tides

The surface tides are a consequence of the variation of the gravitational forces, induced by
the Sun and the Moon, over the masses of water of our planet, as the two celestial bodies

change their position in relation to the Earth.

Although of weak intensity, when compared with the gravity force from the side of the
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Earth(in a ratio of one to one million) the tidal components that act along the surface of

our planet are strong enough to induce the motion of the water masses of the oceans.

Depending on the combined rotation of the Sun and the Moon one obtains a sum of
periodical oscillations (see Table 2.1), where the main component corresponds to the semidi-
urnal, denoted with the symbol Ms, having a period of 12.42 hours. The first eight terms on
Table 2.1 contribute approximately to 90% of the total of tidal oscillations at any point of the
Earth. Altimetry data of the sea surface, obtained using satellites, show in particular that in
the proximity of the Portuguese coast the M tidal component propagates Northward, from

the South Atlantic [13].

The formulation of the gravitation theory by Isaac Newton in 1687 allowed the deve-
lopment of the first simplified mathematical model of barotropic tides, which is known in
nowadays as the Theory of the Equilibrium Tides [2]. Despite the fact that the model allo-
wed to accurately derive some of the general characteristics of the observed tides it also
predicted that the tidal oscillations in the antipodes of the earth globe should be in phase.
This prediction do not match the systematic observations acquired in numerous locations
at the Earth surface. One century later, in 1776, the French mathematician Pierre-Simon
Laplace reformulated the tide problem, in a model that nowadays is termed as the Dynamic
Theory of the Tides [1]. Within the context of this theory the barotropic tides correspond
to waves induced by the periodic fluctuation of the gravitational forces, of the Moon and the
Sun, acting on the water masses of the Earth. Essentially, Laplace’s theory reformulated the
problem of tide prediction by relating an external periodical force, known apriori, with the
motion of the oceanic waters. This problem can be treated properly in the case of an earth

globe covered entirely with a water mass of uniform depth, but becomes extremely complex
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Period
(h)
C.R.

Symbol
Velocity
(degrees/hour)

Semidiurnal
components
Principal lunar M, | 28.98410 | 12.42 | 100.0
Principal solar Sy | 30.00000 | 12.00 | 46.6
Larger elliptic lunar Ny | 28.43973 | 12.66 19.2
Lunisolar semidiurnal K5 | 30.08214 | 11.97 12.7
Larger elliptic solar T, |29.95893 | 12.01 2.7
Smaller elliptic lunar Lo | 29.52848 | 12.19 2.8
Lunar elliptic 2nd. order | 2N, | 27.89535 | 12.91 2.5
Larger lunar evectional vy | 28.51258 | 12.63 3.6
Minor lunar evectional Az | 29.45563 | 12.22 0.7

Variational Mo | 27.96821 | 12.87 3.1
Diurnal

components

Diurnal lunisolar K; | 15.04107 | 23.93 58.4

Principal lunar diurnal | O; | 13.94304 | 25.82 | 41.5
Principal solar diurnal P | 14.95893 | 24.07 19.4
Larger lunar elliptic @1 | 13.39866 | 26.87 7.9
Smaller lunar elliptic M; | 14.49205 | 24.84 3.3

Small lunar elliptic Ji | 15.58544 | 23.10 3.3
Long-period
components
Lunar fortnightly My | 1.09803 | 327.67 | 17.2
Lunar monthly M,, | 0.54437 | 661.30 9.1
Solar semiannual See | 0.08214 | 2191.43 | 8.0

Table 2.1:  Principal tidal harmonic components. The C.R. (Coefficient Ratio) is the ratio
of the amplitudes x 100, related to the My component.
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in the case of oceans with variable topography, and where the planetary circulation of the
oceanic masses is constrained by the presence of the continents. Beyond those constraints
a realistic treatment of the problem should include the fact that each of the basins can be
characterized by a particular set of physical parameters, and will respond to the action of
the external force with its own set of characteristic frequencies. In this case an appropriate
treatment of the problem will be only possible using numerical solutions of the Laplace’s

model, using computers. Some models of this type are available in the Internet!.

A simpler technique to predict tides was introduced by Lord Kelvin in 1870 [2], and
involves a satisfactory degree of accuracy. Kelvin’s technique is based on the usage of an
annual set of tide measurements at a particular location. The set of measurements allow
to identify the “weights” of the different periodic components, that contribute to the tidal
oscillation at the considered location. The information of those weights could be passed
to an analogical “computer”, made of different gears. In this computer the motion of the
first gear was transmitted to the last one through an ingenuous set of secondary gears, with
different diameters. The relative positions of the secondary gears depended on the weights of
the different components, and the rotations of the last gear showed progressively the phases
and amplitudes of the expected tides. From a mathematical point of view Kelvin’s machine
reproduced mechanically the sum of the most important tidal components, for the location
where the set of annual measurements was acquired. Nowadays, computers substituted
the gears of Kelvin’s machine, although a significant part of the tidal tables made by the
Hydrographic Services around the world is still based on the method introduced by Kelvin

or on some variant of it.

1See, for instance, hittp://podaac.jpl.nasa.gov/cdrom/tide/Document/html/models.htm.
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2.2 Internal tides

One of the particularities of the barotropic tide that propagates over the continental plat-
form corresponds to the generation of internal tides, i.e., of internal waves, predominantly
semidiurnals, which propagate on the continental platform. In contrast with the open sea,
where the spectrum of internal waves obeys the Garret-Munk distribution [14], the semidi-
urnal internal waves that propagate in coastal environments exhibit a spectrum dominated

by the frequency of the barotropic semidiurnal tide [9].

In general, the internal tides are a consequence of the interaction between the barotropic
tide and the variable topography of the sea bottom, as in the case of propagation over sea
mountains and canyons [15, 16], or over the continental slope [17, 18]. Despite the numerous
studies dedicated to this problem (see, for instance, [17]-[22]) the exact mechanism of this

interaction (and the mechanism of the process of generation) is still not understood.

In particular, the propagation of internal tides in coastal environments leads to the
oscillation of the thermocline [1] in phase with the variations of the surface tide. The internal
tides can lead also to small variations of the sea level, which can be detected using satellite
SAR? images. Those images allow one to detect the bands of organic matter associated to
the propagation of internal tides. In most cases those bands follow the topography of the
sea bottom [13, 23, 24]. Together with the observations of linear waves the SAR images,
associated to the study of temperature data taken at different locations of the earth globe,
revealed the generation on the continental platform (and further propagation) of wave packets
of non-linear solitary waves commonly known as solitons, which are energetically associated

to the internal tide [25]-[28]. This type of phenomenon has a significant importance from the

2 Synthetic Aperture Radar.
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theoretical and practical points of view, due to the fact that there is a complete mathematical
description of the propagation problem [29]-[31], but not of the generation problem for the

particular case of internal tides [15, 21, 32].

Together with surface tides internal tides play an important role in the coastal habitats
due to their effects in the biological activities as, for instance, in the redistribution of nu-
trients, fish shoals, and plankton populations [33], or due to the phenomena of sediment

transport which are associated to both types of tide [34].

As will be discussed in section 2.5 there is a significant amount of experimental evidence,
showing the sensitivity of acoustic signals to the propagation of the internal tide. In some
cases the investigation of this problem led to important results. However, one can notice
the absence of an homogeneous perspective in the analysis of this matter, with different
studies embracing apriori different cases regarding hydrostatic, non-hydrostatic, linear and
non-linear approximations. This heterogeneity makes it difficult to properly understand both
the acoustic and oceanographic problems. To minimize the difficulties the following section
will be dedicated to the discussion of the theoretical background regarding the internal tides,
by describing, as briefly and detailed as possible, the three most important theoretical cases:
the linear rotationless hydrostatic case, the linear rotational non-hydrostatic case, and the

non-linear rotationless case.

2.3 Internal waves: theoretical background

In general, the motion of a fluid obeys to the set of Navier-Stokes equations [14, 35], which
include the terms of viscosity and friction. These terms play a minor role in the motion of

the oceanic masses of water, allowing one to introduce the following equation for the motion
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of a fluid [36]:

ou

p§+p(U-V)U+2prU:—Vp+pg, (2.1)

where U = (u,v,w) represents the velocity of the fluid particles, p represents the fluid
pressure, p corresponds to its density, ¢ represents the time coordinate, €2 corresponds to the
vector of angular rotation of the Earth and g = —kg, with g representing the acceleration of
free fall in the gravity field of the Earth, (¢ = 9.8 m/s?). In Eq.(2.1) V represents the “nabla”
operator: V =1i0/0x+j0/0y+kd/0z. In general the terms to the left of the equality sign in
Eq.(2.1) describe the motion of the fluid particles within a non-inertial frame of reference and
in the absence of viscosity. The terms to the right of the sign describe the combined action
of the external fields of the pressure and gravity forces. Eq.(2.1) can be simplified further
by introducing the Boussinesq approrimation [35], which states that the perturbations in
density, p' = p — po, play a second order role in the calculations of the terms to the left of
Eq.(2.1). In this way one can substitute in those terms, without loss of generality, the total
density, p, by the equilibrium density, po. However, the same reasoning is not valid for the
terms to the right of the equation. Therefore, according to the Boussinesq approximation,

one can rewrite Eq.(2.1) as

ou

poa—l—onﬂ><U+PO(U-V)U:—Vp+pg. (2.2)

Eq.(2.2) is insufficient to develop a complete analysis of the motion of the oceanic masses.
In addition to that equation one can show that the velocity and density of the fluid particles

are related to each other through the Continuity equation [37):

1 Dp
Z .U = 2.
thJrV 0, (2.3)
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where the operator of the total derivative is defined as

0
5 TUY. (2.4)

D
Dt

Eq.(2.3) can be splitted in two independent equations applying the incompressibility condi-

tion:
Dp
— =0 2.5
0, (25)
where the first of the equations corresponds to
ou Ov Ow
V- U=—+_—+—=0, 2.6
ox + oy + 0z (26)

while the second, in its full form, is given by:

D 0 0 0 0
—p——p+u—p+v—p+ =

Dt o Yar T lay T Ve = (27)

Neglecting the non-linear terms udp/dx and vdp/dy in Eq.(2.7), taking into account that
p = po(z) + p/, and considering that wdp/0z ~ wdpy/dz, one can obtain the following
expression:

9" dpo _ Op

_ 9P pp2Po
o e = o Ngw 0 . (2.8)

where N? is known as the buoyancy frequency (or the Brunt-Viiasdlld frequency) [36]:

g dpo
N?2=_2 2 2.
po dz (29)

The buoyancy frequency corresponds to the frequency of natural oscillations of a fluid ele-
ment, when that element is in the state of small amplitude harmonic motion along the
vertical axis. Taking into account that N(z) depends on the gradient of the equilibrium
density, po, the dependency of the buoyancy frequency on depth constitutes a fundamental

indicator of the environment stratification and of its stable equilibrium. Furthermore, the
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buoyancy profile imposes an upper limit (known as the cuttoff frequency) to the interval of

natural frequencies of the water column.

The system of equations Eq.(2.2), Eq.(2.6) and Eq.(2.8), constitutes the starting point
for the discussion, in sections 2.3.1, 2.3.2 and 2.3.3, of the three more relevant cases of the

propagation of internal waves.

2.3.1 Hydrostatic linear case ({2 = 0)

The simplest case of propagation of internal waves corresponds to the hydrostatic linear
rotationless case. First, let one admit the validity of the hydrostatic approximation [36] for
the density and pressure of the water column:

dp
b —0. 2.1
5, Trs=0 (2.10)

This approximation implies automatically that dw /0t = 0, which corresponds to making the
vertical component of Eq.(2.2) equal to zero. Furthermore, let one neglect in Eq.(2.2) the

non-linear and rotational terms:
(U-V) U0 and @xU=0. (2.11)

In this way, based on the approximations (2.10) and (2.11), and after rearranging some of

the terms, one can obtain the following components of Eq.(2.2):

ou 1 0p ov 1 0p
ou__1op gv__~9 2.12
ot poOx and ot po Oy (212)

It can be shown that the fields of currents, density perturbations and pressure, that satisfy the
system of equations Eq.(2.6), Eq.(2.8), and the pair of equations (2.12), can be represented

in terms of expansions on a basis of Hydrostatic Normal Modes (HNMs) ¥,, and ¢,, [31]:

wo = Z WV (z), (u,v) = DZ (Um, Um) Pm(2)

N2
P/=P07Z pm¥m(z) . P =po D,  DPmdm(2),

m

(2.13)
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where D represents the water column depth, and the modal amplitudes w,,, Vm, Wn, Pm
and p,, depend on the horizontal coordinates (z,y), and on time ¢. The HNMs are related
through the equation ¢,, = d¥,,/dz, where the functions ¥,, correspond to the solutions of

a Sturm-Liouville Problem (hereafter, SLP) [38]:

d*v,, n N?
dz2  C2

v, =0 (2.14)

+ Boundary Conditions (BCs).

In Eq.(2.14) the coefficients C,, represent the propagation velocity of linear hydrostatic
internal waves in a rotationless environment. From the mathematical point of view the
SLP guarantees the existence of a complete system of eigenfunctions ¥,,, with orthogonal

properties:

<\I/m‘N2‘\Ifn> =0 whenm#n; (2.15)

in Eq.(2.15) the “inner product” (fi|fa| f3) is defined as

D
(frlfel f3) = /f1f2f3 dz . (2.16)
0

Moreover, the coefficients C,? correspond to the eigenvalues of the functions ¥,,. For an
arbitrary choice of BCs the orthogonality of the eigenfunctions W¥,, does not imply the
orthogonality of their derivatives, ¢,,. However, for the particular case of homogeneous

BCs, on bottom and surface:

0,,(0) = U,(D) =0, (2.17)

one obtains that

(Pm | Pn) =0, (2.18)
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where (f1| fo) = (fi|1] fo). Furthermore, on the basis of the inner products (2.15) and

(2.18), one can show the validity of the following relationships:

(U [ N2 W) = C2 6| bm)

(O [N 60) = 5CE6m |6l 60 (2.19)
dom, 1
(U |N2|62) = —3C2 6]

From the physical point of view one can expect that the modal amplitudes p,,, ppm, - .-
Wy, will exhibit an oscillating behaviour. It should be remarked that the set of expansions
(2.13) do not constrain in any particular manner the analytic choice of those amplitudes.
However, the consistency of the system of equations (2.6), (2.8), (2.10) and (2.12)® implies

the following linear interdependency of those amplitudes:

D(aum+81}—m>+wm:0, %_wmzoa

Or Oy ot
Zom _ _ Zfm p_m _ _Zfm 2.20
p@t or ' ot oy (2.20)

In this way, by imposing a particular set of periodic conditions on a particular amplitude,

one will define automatically the particular analytic structure of the other modal amplitudes.

It should be remarked that the hydrostatic linear rotationless case can be analytically
extended in order to consider the presence of a mean gradient of the velocity components
u and v (see, for instance, [39, 40]). The description of that case, which is of significant
importance from a theoretical point of view, would exceed the objectives of this discussion

and will not be considered.

3Including the approximation Op/0z = po Y., Pmddm/dz.



2.3. INTERNAL WAVES: THEORETICAL BACKGROUND 19

2.3.2 Non-hydrostatic linear case (2 # 0)

Neglecting non-linear terms in Eq.(2.1)
(U-V)U=0, (2.21)

considering that p’ = p — pp, and constraining the hydrostatic approximation to the equili-
brium terms (i.e., considering that dpy/dz + pog = 0), one can obtain the following system

of equations:

o\ _ 1o

ot ¢ po Ox '

ov 1 0p
owy _ 1o/
ot a po 0z Pog'

In system (2.22) the parameter f. = 2Qsin is known as the Coriolis frequency [14] and
corresponds to the geographic latitude; the Coriolis frequency plays an important role in the

study of the motion of a fluid within a rotating system of reference.

The solutions of the system of equations (2.6), (2.8) and (2.22) for the fields of current
components, and perturbations of pressure and density, can be represented again under the

form of orthogonal expansions [14]:

wo= Zwm@m<z> , (uv) = Z (U, V) ng(z) ,
m N m ~ (223)
pl = pONZme¢m<Z> ) p, = pozpm¢m<z> y

where ¢,, = d¥,, /dz; the non-hydrostatic normal modes 0, are, again, eigenfunctions of a

SLP of the following form:

d2\i/m N2 — 2.

which guarantees the orthogonal properties of the modes W),

~ N2 _ (:JQ ~ )




20 CHAPTER 2. INTERNAL AND SURFACE TIDES

In Eq.(2.24) @ corresponds to the frequency of the internal waves, and kj, represents the
horizontal component of the wavenumber vector. Denoting as 6 the direction of propagation

of internal waves one obtains that

ky, =ik, +jk, and Kk, =kycosO, k, = kysind . (2.26)

In contrast to the hydrostatic linear case the consistency of the system of equations (2.6),

(2.8) and (2.22) depends on the constraint

(Pm s Pm s Um s Um , Wy ) ~ exp i (kzx + kyy —ot)] (2.27)

which imposes the particular application of expansions (2.23) to the case of plane-wave

propagation.
2.3.3 Non-linear case (2 =0)

The theoretical treatment of the non-linear rotationless case involves a significant number
of approximations, in both cases of an environment with constant density [29, 30] or with
complex stratification [31]. In general, the presence of rotation terms, 2 x U, in the system
of equations (2.2) makes cumbersome a detailed theoretical study of the problem. In this
way, the study of the rotational non-linear case is usually accomplished with the help of
numerical models [15], which allow one to conclude, in particular, that the rotation of the
system of reference imposes severe limitations to the stability of internal non-linear wave

packets [32].

The main purpose of this section will consist in the theoretical analysis of Eq.(2.2), but
neglecting only the rotation terms, €2 x U. That analysis will allow one to obtain the

fundamental equation of internal non-linear solitary waves, commonly know as solitons. The
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material described in this section will follow (with some minor changes in notation) the

derivation shown in [31].

First, let one introduce the following notation

Therefore, Eq.(2.6) can be rewritten in the following form:
ow
-U —=0. 2.29
Vi - Uy + 9> (2.29)

On the other side, by neglecting the horizontal terms in Eq.(2.7):
(Uh : Vh) p = 0 s (230)

and rearranging terms, it is possible to obtain the following equation:

g’ dp Oy

— — =— ) 2.31
ot * Y1 v 0z (2:31)
Furthermore, rejecting in Eq.(2.2) the non-linear terms of small magnitude
oUy, ow ow
(plw ) pla ) P (Uh ) vh) w, w%) ~0, (232)
and terms of higher order non-linearity
P (Uh . Vh> Uh ~0 , (233)
one can obtain the following system of equations:
U, , ,0U}, ou,,
= —|p— — U, - U 2.34
POy + Vip P Trow—- +po (Up - Vi) Us| (2.34)
o’ ow
92 tpg = T

Using the HNMs introduced in section (2.3.1) it is possible to represent the non-linear fields

of current components, density and pressure, for the system of equations (2.29), (2.31), and
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the pair (2.34), under the form of the following set of expansions:

Uh =D Z um¢m ) Pl = N? ZAum\I/m )

¢ (2.35)

0
p/:p() Z Bmpm¢ma w = E‘*—vh (Uhg)y

where A,, and B,, represent dimensional constants that guarantee the consistency of the

corresponding equations, and
= mTm - (2.36)

In Eq.(2.36) £ represents, in general, the surfaces of constant density (or isopycnics) of
the non-linear case. Neglecting modal coupling, and taking advantage of the orthogonal
properties of the HNMs (equations (2.15), (2.18) and system (2.19)) one can calculate the

modal amplitudes U,,,, pm, pm and n,,, as will be shown in the following paragraphs.

First, regarding equation (2.29), one can notice that

(90 Un+ 52 6 = (90 Un | 9} + (50 [ 9m) =0 (2.37)

The first term corresponds to

while the second term can be calculated through the expression

(G2 10m) = (2[5 + 9 09 1 om) =
o%¢ ) -
<828t | o) + ( [Vh ~(Uré)]| om) =

= I | ) + 2 DV Uthe) (6 0] 60 - (2.39)

Joining terms (2.38) and (2.39) one can conclude that

m 1
aait + DV, - U, + §Svh . (lenm) =0, (2.40)
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where s = D{(dm |dm| Pm)/{Pm | dm) corresponds to a dimensionless parameter, representa-

tive of modal non-linearity.

For Eq.(2.31) it can be found that:

0 d 0o 0o
<—p+ﬂ [ W) = (5 P

dpo
T | Ui} + (w0 Un) = = (5~

 wl W) ; (2.41)

rejecting again the terms of higher non-linearity one gets the following pair of approximations:

dpo ~ (fro |08

<% w| Wp,) = ( 7 | ot Vo) s (2.42)
and

op' dp" |0

O ) ~ (22|, (2.43)

Using once more the inner product properties one can show that

op' a m
<8—i | ‘I]m> = 02 P <¢m‘ (bm) )
doo 0], . m anm
8,0 85 — 12 Onm, )

combining the terms of the system (2.44) one concludes that

Opm [ Onm 1 M
gAm——po< 5 T 3p S 8t> : (2.45)

which together with an homogeneous system of initial conditions can be rewritten as
9Ampm = po <77m + ing > - (2.46)
4D ™

For the second equation of the system (2.34) one can see that

/ /

a _op )
(az+pg\\1fm>—<az|‘11m>+<pg|\1fm> —(po

9%

o3| Um) (2.47)
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where the term dw /0t can be approximated as 92¢/9t?. For each of the previous terms one

can get the followings expressions

op
< o | v > ~ _pOBmpm<¢m| ¢m> )
9<pl| V) = gcngmPM<¢m| bm) (2.48)
9%¢ *,
<p0 o2 qjm) ~ —po 12 <\I/m| W)

grouping back the three previous terms, according to Eq.(2.47), it follows that

*n,,
pOBmpm = gCTZnAmpm + pOdD2 3172 ) (2'49>

where d = D72(U,,, | ¥,,) /(b | ¢m). Furthermore, equations (2.46) and (2.49) can be joined

into a single expression, of the following form:

(2.50)

_02( L8 >+dD262nm
Pm =g\ T 4 p'hm B. o

Finally, for the third equation of the system (2.34) one can verify that

oy,

3Uh
(Po—7— 5 + V' | dm) = (po

bm) + <Vhp,| ¢m> =

L
-V

O 6 — (00

oy,
0z

8Uh

"t pow 4 po (Up - Vi) Uy | ) =

= < ¢m> <:00 |<Uh Vi) Uh| ¢m> ; (2'51>

for each term of the previous equation one can use the following approximations:

8Uh aUh

81/lm

< ¢m> ~ <

<Vhp/‘ ¢m> ~ p0C3mvhpm<¢m ’ ¢m> =

1 M.,
7Sp077m7 <¢m | ¢m>

= pocfnvhnm<¢m | ¢m> - 9

0?n
+ podDQVh

| ) (2.53)
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and

8Uh

1 M, D
(W5, | #m) = =5 CnDom— " L] (2.54)

This term can be neglected and further ignored without any loss of generality [31]. Going

further:
8Uh @§ 6Uh
<IOO (bm) <p0 82& a ¢m> ~
1 0 g4
and

(Po |(Un - Vi) Unl ém) = (po [(Un - Vi) Up| o) =
~ p0D2 (um : vh) um<¢m |¢m| ¢m> ; (256)

joining together the inner products obtained from Eq.(2.51), and rearranging the terms of

the respective equation, one obtains that

ou,, C?
W%——mvhnm—l—s(u Vh)u
s (9 i,

The equations (2.40) and (2.57) form the pair of Boussinesq equations ([30],[31]) for the case
of a stratified fluid. The Boussinesq equations constitute an important preliminary stage in

the study of soliton propagation.

In order to simplify the upcoming analysis, one will consider that the non-linear per-
turbation propagates along the z axis. Therefore, the equations (2.40) and (2.57) can be

rewritten as

Mo My 1D -

and

- ONm Oy, s 0 9n
ot D ot Un g = o p e (inldn) + dD g

=0 (2.59)
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the velocity term can be eliminated by considering that [30]:

c. 1 ¢, ., 1
_Zm Sgm ~dD
Un = 3 tm + 352"+ 54DCm

00
ox? '’

(2.60)

where 0/0t ~ —C,,,0/0x; rejecting terms of higher non-linearity and substituting the above

expression, into Eq.(2.58), one obtains, for the modal vertical displacement, 7,,, that:

OMm Onm Mm =~ Pnm
Zm Zm Zm = 2.61
ot T Cmgy F Oty F BT 5 =0 (2.61)
where
T Wen 1

Eq.(2.61) is known as the Korteweg-de Vries equation [29], and constitutes the starting
point for the theoretical (or numerical) study of propagation of soliton packets*. Eq.(2.61)
admits particular analytic solutions in terms of the hyperbolic secant, or of “dnoidal” Jacobi
functions [39]. In both solutions the characteristic width of the soliton packets, and its
phase velocity, depend on the pair of constants (2.62). However, regarding the spatial and
temporal structure of the soliton packets, the analytic solutions of hyperbolic secant and
dnoidal functions exhibit different behaviours, since in the first case the shape of the soliton
packet remains constant in time and space, while in the second case one verifies a temporal

and spatial evolution of the packet [41, 42].

2.3.4 Temperature perturbations

As previously remarked in section 2.2 one of the main effects of internal tide propagation
corresponds to the oscillation of the thermocline at the semidiurnal frequency. However,

from the tomography point of view, the system formed by equations (2.2), (2.6) and (2.8),

41t should be remarked that the substitution of Eq.(2.60) into Eq.(2.59) allows once again to obtain the
Korteweg-de Vries equation, for the non-linear modal amplitude U,,.
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does not provide a clear physical basis for the analysis of temperature perturbations of the
water column. In order to include the temperature within the context of the propagation
problem of internal waves it becomes necessary to add a system of thermodynamic equations,
relating the field of currents, U, to the temperature field, T'. By analogy with the general

scheme illustrated in [43], one can consider the following thermodynamic equation [35]:

ll))t (pe,T) =V - (krVT) + Qr | (2.63)

where ¢, represents the specific heat of the water column, k7 corresponds to the thermal
fluid conductivity, and Q7 represents the external sources of heat. Taking (kr,Qr) = 0,
and considering both density and specific heat as constants, one can obtain the following
expansion for the temperature perturbations (see the appendix of [41], which is included in
Appendix II):

T —Tyz) = % am(z,y, )V, (2) ; (2.64)

in this equation «, represents the modal amplitude of temperature. Eq.(2.64) represents
the starting point to relate the oceanographic problem of propagation of internal tides with

the acoustic problem of tomographic inversion.

2.3.5 Salinity perturbations

In contrast with the temperature field, linearly related to the field of sound velocity, the
salinity distribution, S, is not a common object of discussion within the context of the
tomography problem. However, since the salinity field obeys to the differential equation
[35]:

DS
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which has a structure similar to the one of Eq.(2.63), one can admit the following orthogonal

expansion for the salinity:

S —Su(z) = CZZO (T, Y, )V (2) . (2.66)

m

The validity of this expansion will be discussed in Chapter 6.

2.4 Underwater acoustic waves

The propagation of acoustic waves at sea plays an important role in many theoretical and
practical problems, such as the localization of underwater acoustic sources, the characteriza-
tion of bottom properties, underwater communications, identification of the emitted signal,
or tomography, among many others. The fundamental equation for the propagation of acous-
tic linear waves can be derived from Egs.(2.1) and (2.3), by neglecting the non-linear and
rotation terms (Eq.(2.11)). On the basis of thermodynamic relationships, and considering
variations of first order in the water column salinity and entropy, one can obtain the Wave

FEquation for the acoustic pressure, p [14, 44]:

1 0%
2
vp=—-2P 9.
P= 25 (2:67)

where ¢ represents the propagation velocity of linear acoustic waves (sound velocity in the
water column). A direct measurement of ¢ can be accomplished with the help of velocimeters,
which provide information with an accuracy of 0.3 m/s. Alternatively, one can measure the
water temperature, 7', and salinity, S, at different depths, z, and calculate the sound velocity

profile using empirical expressions, as, for instance, using Mackenzie’s expansion [45]:

¢ = 1448.96 +4.591 x T — 5.304 x 107272 + 2.374 x 107473 +

+1.304 x (S — 35) 4+ 1.630 x 10722 4+ 1.675 x 107" 2% +
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+1.025 x T (35 — S) — 7.139 x 107 72% (2.68)

In the previous expansion the values of temperature, salinity and depth, should be specified,
respectively, in Celsius degrees, parts per thousands, and meters. It should be remarked
that in shallow water the predominant contribution corresponds to the one of the linear
term of temperature. This linear relationship (in a first approximation) between 7" and ¢
will be extremely important in the parameterization of the sound velocity profile, which will
be discussed in section 4.1.3.

~wt where i represents

For a narrowband acoustic signal one can assume that p(t) = pe
the imaginary unit (¢ = +/—1). Replacing this expression into Eq.(2.67) one can obtain the
Helmholtz Equation:

w2

Vp+ =p=0. (2.69)

c2

The previous equation constitutes the starting point for the analysis of propagation of acous-
tics signals within the water column. For a broadband signal the solution of Eq.(2.69), for
each component w of the frequency spectrum, allows one to calculate p(t) through a Fourier

synthesis.

The direct numerical solution of Eq.(2.69) involves intensive calculations on a computer.
To reduce significantly the time of calculations one can apply analytic approximations that
simplify the Helmholtz Equation. One approximation corresponds to the Method of Ray
Tracing [46], which introduces in a natural fashion the concepts of eigenrays, I, and of travel
times, (or simply arrival times), 7. The eigenrays correspond to trajectories which obey to
the Snell’s Law (related to the Principle of Minimal Time [47]) and connect the acoustic

source to the hydrophone. The arrival time for a particular eigenray can be obtained by
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calculating the path integral

C

LG 210

where ds corresponds to the differential of the eigenray at the (z,r) position. Furthermore,

the acoustic pressure would correspond to [46]

.
1

b= T 2.71
D pojzl Trs, exp (iwT;) (2.71)

where p, represents the amplitude of the emitted signal, T corresponds to the number of

eigenrays, and s; represents the length of the eigenray I';:

55 = / dr; . (2.72)
L

In general Ray Tracing methods are applied in the cases where the wavelength of the acoustic

signal, A, is much less than the waveguide depth, D:
AL D . (2.73)

Although less accurate than other analytic approximations the Ray Tracing methods are the

fastest.

Another approximation corresponds to the Method of Normal Modes [46, 48], when the
method of separation of variables is applied to solve Eq.(2.69), thus giving a solution of the
type

o [ 9x\ Y2
P=10> (W) Zi(25)Z;(z) exp (ik;r) (2.74)
j=1 \"j
where z; represents the acoustic source depth, k; corresponds to the eigenvalue associated

to the acoustic normal mode Z;, which can be calculated by solving a SLP of the following

form:
d*Z; w? 9
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It can be shown that the first normal modes correspond to those that contribute more to
the structure of the acoustic field, so the expansion (2.74) can be accurately approximated

keeping only some of the first terms [48].

One interesting aspect of the solution (2.71) consists in that one can calculate the acoustic
pressure in the time domain through the Fourier synthesis analytically. In fact, by denoting

the acoustic source spectrum as S (w), one obtains that [46]

p(t) = %/ﬁg(w) exp (—iwt) dw =

T 00
R 1 A :
= ) [ S@heplio(t - )] -
LI
g D t — T:) =
pojzl 47TS] S ( T])
:
= ZCLjS (t — Tj) 5 (276)
j=1

where a; = p, (47s;) " and s(t) represents the signal emitted by the source. Eq.(2.76) in-
dicates that the received signal can be represented at the acoustic hydrophone as a sum of
“replicas” of the emitted signal, weighted by the amplitudes a;, and delayed by the arrival
times, 7;. However, from the point of view of signal processing, the received signal corres-
ponds to the convolution of the emitted signal with the impulse response of the propagation
channel, A(t) [49]:

p(t) = h(t) * s(t) . (2.77)

Therefore, by combining Eq.(2.77) with Eq.(2.76) one can conclude that the channel impulse
response can be represented as a sum of Dirac functions, d(t), weighted with the amplitudes

a;, and delayed with the arrivals 7;:

-
h(t) = Z:aja (t—15) . (2.78)
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This analytic approximation to the channel impulse response will be referred to during the

discussion of the pre-processing of acoustic data, in section 3.3.4.

2.5 Internal tide effects on acoustic signals

The previous sections have been dedicated to the discussion of the theoretical aspects of
internal tides and wave propagation, and also of linear acoustic wave propagation. As indi-
cated in sections 2.3.4 and 2.3.5 internal waves affect the distributions of temperature and
salinity, which in turn will affect the sound velocity field, c¢. These variations will also affect
(in a non-linear way) the received signal at the hydrophone. Therefore, the propagation of
internal tides in coastal zones will be reflected in the perturbations of the acoustic signal,
that propagates through the respective field of sound velocity. This section will present a
brief description of some of the references which discuss this problem, both at the level of
simulations and observations.

For the deep water case the effects of internal tides on the propagation of acoustic signals
had been referred to since the beginnings of the 70s [50]. Since then the number of references
has increased, covering the case of coastal waters as well. Those studies reveal, in particular,
the sensitivity of reciprocal acoustic transmissions (i.e., with emission and reception systems
which switch functions alternatively) to the semidiurnal variations of underwater currents
[51], and also to the significant fluctuations that internal tides induce in the signal-to-noise
ratio [52]. Additionally, internal tides had been indicated as responsible by the temporal
compression and dilation, at large distances, and at roughly the semidiurnal period, of the

arrival patterns® of the emitted and received signals [53]. The effects of internal tides on the

5The “arrival pattern” of the emitted and received signals corresponds to an estimator of the channel
impulse response. This preliminary definition will be discussed in detail during the description of the acoustic
data pre-processing of the INTIMATE’96 sea trial.
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performance of matched-field estimators have been discussed on synthetic data within the
context of the source localization problem [54, 55]. Moreover, the study developed in [11]
is concerned to the impact of thermocline oscillations in the propagation of acoustic signals
in continental platform waters, and tries to identify some of the preliminary conditions that

would make feasible the tomographic inversion of the internal tide.






Chapter 3

The INTIMATE project

The INTIMATE project (INternal Tide Investigation by Means of Acoustic Tomography Ex-
periments)! was developed as a preliminary study, focusing the application of the methods of
Ocean Acoustic Tomography to the monitoring, and further inversion, of internal tides. The
main motivation for this study is related to the importance of internal tides in coastal habi-
tats (already referenced in section 2.2), and also with the existence of a significant amount
of observations, indicating the sensitivity of acoustic signals to the environmental perturba-
tions induced by internal tides. The INTIMATE project involved the collaboration of the
Universidade do Algarve (UALG, in Faro), the Instituto Hidrogrdfico (IH, in Lisbon), the
Service Hydrographique et Oceanographique de la Marine/Centre Militaire Oceanographique
(SHOM/CMO, in Brest, France), and the New Jersey Institute of Technologie (NJIT, in
New Jersey, USA), and has been an innovative platform for the development of instru-
mental, theoretical, and computational techniques, oriented to a field of research which is
poorly known in Portugal, but that has been developing intensively beyond frontiers, not
only among the state members of the European Community, but also in Canada and United
States. One of the fundamental achievements of the INTIMATE project was the develop-

ment of the first tomography sea trial in Portuguese waters (the INTIMATE’96 experiment),

LUrl: http://w3.ualg.pt/ sjesus/intimate.html.

35
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which was further followed by the INTIMATE’98, in the Bay of Biscay and, more recently,
by the INTIMATE’00, in the Bay of Setibal. Of these three sea trials the INTIMATE96
experiment is the one that had received more attention within the context of the project,
leading to a significant number of publications in conferences and scientific journals. In this
way, the detailed study of the acoustic and oceanographic data acquired during this sea trial
helped the INTIMATE team to consolidate fundamental aspects of the general problem of
acoustic tomography of internal tides. The preliminary knowledge acquired will simplify the

future processing of the data gathered during the second and third tomography experiments.

3.1 The INTIMATE’96 sea trial

The INTIMATE’96 sea trial took place during June of 1996, near the town of Nazaré (see
Fig.3.1). The experimental site was chosen based on previous studies developed by IH,
which indicated the experimental area as a potential candidate for the generation, (and fur-
ther propagation) of internal tides. The INTIMATE’96 experiment constitutes the first sea
trial of acoustic tomography developed in Portuguese waters. During the six days of the
experiment (from June 13 to 18) the research vessels BO D’ENTRECASTEAUX (SHOM),
and NRP ANDROMEDA (IH), proceeded with the acquisition of navigation, bathymetry,
current, temperature, CTD?, and acoustic data, according to a schedule of activities pre-
viously defined. During the phase regarding the acoustics transmissions the French vessel
carried an acoustic source (see Fig.3.2). The description of the emitted signal can be found

in section 3.3.1. The acoustic signals were received on a vertical line array (hereafter VLA),

belonging to the NATO SACLANT Undersea Research Center (La Spezia, Italy). The VLA

2 Conductivity- Temperature-Depth [3]. However, a significant part of the instrumentation, formally known
as CTD, allows nowadays to measure a wider set of parameters.
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Figure 3.1: Geographic location of the area reserved for the INTIMATE’96 sea trial.
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was composed of an electronic system and 4 hydrophones (see Fig.3.2). The received signals
were transmitted through a radio link from the VLA to the NRP ANDROMEDA, and was
sampled at a frequency of 6kHz, and further recorded on VHS tapes. Each tape contained
approximately three hours of acoustic data. All the acoustic data were recorded after the
end of the sea trial in CD-ROM support at the SIPLAB. Each set of three hours with acous-
tic transmissions (formally known as a “Tape”), was recorded in groups (“runs”) with 300
seconds of duration. Each run contained 37 records (formally called as “pings”, or “snap-
shots”) of the received signal in each of the 4 hydrophones. The preliminary description of
the set of oceanographic and acoustic data can be found in the internal report [56], written
by the INTIMATE team. Despite the fact that this report constitutes a source of funda-
mental information for the starting development of a particular strategy of tomographic
inversion (which will be discussed in section 5.2), the report also develops an independent
analysis of the two data sets. That independent approach is a natural consequence of the
temporal proximity between the end of the tomography sea trial and the redaction of the
report. In order to update the analytic overview of the data referenced above, the two sets
of oceanographic and acoustic data will be discussed once more in sections 3.2 and 3.3, with

the natural care of avoiding any kind of superposition.

3.2 Oceanographic data

During the sea trial an intensive acquisition of oceanographic (temperature, pressure, etc.)
data was accomplished . The discussion of these data will be developed in the following
sections by grouping different measurements in pairs mutually related. To simplify the de-

scription of the temporal variations of the oceanographic data it will be introduced a “Julian”
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time scale, with the convention that the normal date 1996,/06,/13/00:00h corresponds to the

Julian date 165.0.

3.2.1 Bathymetry, geology and acoustic transmission geometry

The direct acquisition of geological bottom samples and uniboom surveys, accomplished by
the two oceanographic teams on board the vessels BO D’ENTRECASTEAUX and NRP
ANDROMEDA, revealed a bottom structure with the predominance of a layer of fine sand,
with a thickness between 0.5 and 1 m, lying upon a substrate of silty clay. As indicated by
geoacoustic reference studies ([57]-[59]), the sediment structure can be characterized with

the following parameters:

Mean density, p, ~ 1.98 g/cm?.
Compressional speed, ¢, ~ 1750 m/s.
Attenuation, ~ 08dB/A\

The bathymetry data, acquired by the IH and the CMO, indicates variations in bottom
depth, along the longitudinal axis, between 150 and 130 meters. On the other side, those
data indicate that the bottom depth remains constant along the latitudinal axis (see Fig.3.3,
the set of continuous lines indicates the navigation of the BO D’ENTRECASTEAUX during
the transmissions), although near the continental slope —partially seen on the left side of
the figure— one can notice a slight inclination of the isobaths, with a slope 6 ~ 15° related
to the vertical axis. This orientation of the continental slope suggests that the direction
of internal tide propagation corresponds to 6 = 15°, relative to the horizontal axis, which
implies the anisotropy of the temperature field along the horizontal and vertical axes. As
will be discussed in section 4.1.2 this direction of propagation will be consistent with the

phase difference of actual current data acquired in the proximity of the VLA.
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Figure 3.3: General bathymetry of the INTIMATE96 area and geometry of acoustic trans-
missions.

3.2.2 Water column pressure and salinity

The water column pressure and salinity data correspond to 34 CTD-IH records. As was
discussed in Chapter 2 the comparison of these two types of water column characteristics
provides a concrete perspective of the baroclinic conditions of the monitorized environment.
The comparison of pressure and salinity data (see Fig.3.4) allow one to verify that the
isobaths remain constant along time, while the isopycnics are clearly dominated by the pro-
pagation of the internal tide, exhibiting semidiurnal oscillations in amplitude, with maximal
values achieving approximately 10 meters. This comparison makes it clear the predomi-
nance of the semidiurnal baroclinic tide in the area that the experimental team intended to

acoustically monitorize during the tomography sea trial.
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3.2.3 Temperature

The temperature data corresponds to 34 CTD-IH records, 680 records of a thermistor chain
at the position (39.7917°N , 9.4503°W) and 73 XBT? records, made by CMO. The XBT data
were acquired at different locations of the monitorized area, with a slight concentration of
records at fixed locations “N” and “W?”, at distances of 5.6 and 6.5 km, respectively, relative
to the location of the VLA (see Fig.3.3). On the other side, the acquisition of CTD and

thermistor chain data took place in the proximity of the VLA.

The CTD records have a depth resolution Az ~ 1 meter, and were acquired at different
time instants along days 14 to 17 (see Fig.3.6). The thermistor chain data, with a depth
resolution Az ~ 5 meters*, and were acquired at regular intervals of 10 minutes, along
days 13 to 18 (see Fig.3.7). In both cases the temperature field shows clearly semidiurnal
variations of temperature, which are induced by the propagation of the internal tide. The
mean temperature profile, Ty(z) (see Fig.3.8), exhibits an exponential-like decay in depth,
and differs significantly of the usual representations of a water column constituted by a
reduced number of layers, with different densities, and with a thermocline which can be
easily identified. In fact, it is difficult to identify clearly in figures 3.6 and 3.7 the presence
of a thermocline, and this fact makes it evident the complex stratification of the monitorized
water column. This particularity of the mean temperature profile constitutes an important
indicator of the continuous density variations in depth, which should be included in the
context of the inversion scheme. It will be shown in Chapter 5 that the stratification leads

to the calculation of the HNMs, and that these theoretical modes allow one to parametrize

3 BExpendable bathythermograph.
4In fact the thermistor records at depths 48 and 76 m were eliminated from the analysis, since they
indicated unrealistic values of temperature.
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the variations of temperature and sound velocity. Moreover, in that Chapter will be also

shown that the HNMs can be used to regularize the problem of tomographic inversion.
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Figure 3.6: CTD-IH temperature data, 7'
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3.2.4 Currents

The ADCP? CMO data contain 678 records of current components u, v and w®. The records
started 1996,/06,/13/15:20h and ended in 1996,/06/18/08:10h. The ADCP system was located
at the position (39.7917°N | 9.4673°W), and operated at a frequency of 300 kHz, with
a sampling period of 10 minutes, and a depth resolution of 4 meters. The current records
exhibit amplitudes of oscillation around 40 cm/s, and make evident the semidiurnal variation
of the current components (see Fig.3.9 for the case of the u component, the variations of v

exhibit a similar pattern).
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Figure 3.9: ADCP-CMO current data, u.

% Acoustic Doppler Current Profiler.
6This last set of records was contaminated with a high level of noise, making it impossible to include
them in the analysis.
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3.2.5 The buoyancy profile

The calculation of hydrostatic and non-hydrostatic modes can be accomplished by calculating
the mean buoyancy profile from CTD-IH data. However, from the tomographic point of view,

it is more interesting to explore the relationship [14, 36]

dT, T ds
o [ odTy 5 Ty dSp
NT=glarg  targe =y o)

(3.1)

where ap = 2.41107* (°C) ™" and C,, = 3994J (kg°C) ", Eq.(3.1) allows one to calculate N(z)
from the temperature and salinity profiles, Ty and Sy, respectively, reducing the information
involved in the tomography scheme. By eliminating the vertical gradient of salinity, S, (i.e.,
admitting that the vertical variation of salinity can be neglected) one obtains an expression
that depends only on the temperature, Ty, and that can be used to calculate the theoretical
modes HNMs referred above. The validity of the suggested approximation can be verified
through the comparison between the mean profile, calculated from direct measurements of
buoyancy data, and the profiles calculated from both salinity and temperature mean profiles,

and from the temperature profile only (see Fig.3.10).

3.2.6 Sound velocity

The CTD-IH data contain also sound velocity records, which are very important for a con-
frontation of the inverted and expected results. The semidiurnal variations of the sound
velocity field (see Fig.3.11) reproduce the pattern already exhibited by Fig.3.6. This simi-
larity between the temperature and the sound velocity fields is not surprising. In fact, as
discussed in section 2.4, the empirical expansion of Mackenzie (see Eq.(2.68)) allow one to
notice, in a first approximation, the predominance in an shallow water environment of the

linear term related to the temperature. As will be discussed in section 4.1.3 this linear ap-
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Figure 3.10: CTD-IH, buoyancy profiles N(z): mean of measured profiles (continuous line),
estimated profile from mean temperature and salinity (dot-dash line) and estimated profile
from mean temperature only (dashed line).

proximation will be extremely important in order to parametrize the sound velocity profile,
c(2).

The mean profile ¢y(z) (see Fig.3.12), as the mean temperature profile, Tj(z), exhibits
a negative depth gradient, which acoustically implies a refractive action on the propagating
signal, forcing it to be reflected repeatedly on the bottom. This issue will be discussed in

more detail in Chapters 4 and 5 dedicated, respectively, to the inverse and forward problems.

3.3 Acoustic data

3.3.1 Acoustic source and emitted signal

As commented previously the acoustic source was carried by the French vessel BO D’ENTRE-
CASTEAUX, and was most of the time at an average depth z, = 90 meters. The acoustic
source corresponded to a model of transducer designed by the French institutions DCN and

ERAMER, and emitted a broadband signal, with a duration of 2 seconds, a repetition rate
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Figure 3.11: CTD-IH sound velocity data, c.
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Figure 3.12: CTD-IH mean sound velocity profile, ¢(z).

of 8 seconds, and a linearly modulated frequency, f(t) = at + fo, where f(0) = 300 Hz and

f£(2s) = 800 Hz.

3.3.2 Receiving system

The VLA was constituted by 4 hydrophones, at average depths of 35, 75, 105 and 115 m and
was located at geographic position (39.7995°N | 9.4583°W). It was found at the end of the
experiment that the hydrophone at 75 m was flooded with salt water, making it impossible
to use the corresponding set of received signals in the tomographic inversion. The other
three hydrophones will be hereafter named as hydrophone 1, hydrophone 2 and hydrophone
3. As will be shown in Chapter 5 an array geometry with only three hydrophones imposes
severe limitations to the degree of accuracy of the tomography results. Another important
issue corresponded to the problem of arrival synchronization. The acquisition system was
designed in order to include a signal of reduced duration and large amplitude (usually known

as a “spike”) at the moment of signal emission by the acoustic source. The presence of
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the spike in the received signal would indicate the instant of signal emission and would
allow one to accurately determine the absolute arrival times, 7. However, the processing of
the received signals, searching for the presence of the spikes in the acoustic data, revealed
frequent discontinuities in their record [60]. The lack of regularity in the presence of the
spikes makes it impossible to develop an absolute datation of the received signals. This
issue will be discussed again in Chapter 6, which will be dedicated to the discussion of the

tomographic inversion of acoustic data.

3.3.3 Events

The continuous lines illustrated in Fig.3.3 indicate the navigation of the BO D’ENTRE-
CASTEAUX during the acoustic transmissions. The transmissions, hereafter called as

“Events”, can be classified in the following way:

e Event 0: set of transmissions along the N-VLA axis, while the BO D’ENTRECASTEAUX
approached to the N position. This set of transmissions was developed exclusively for

the testing of the transmission and reception systems. Event 0 started at 1996/06/14,

7:36 h.

e Event [: set of transmissions along of the N-VLA axis, with a constant water column
depth D ~ 135 m, and a constant horizontal distance of transmission R =~ 5.6 km.
Event I covers the acoustic transmissions from Tape 4 until Tape 10. This Event

started at 1996/06/14, 17:19 h.

e Event II: set of transmissions along of the N-VLA and R-VLA axes, R-W radial and
W-W1 axis, with simultaneous variations in the horizontal distance of transmissions,

R, and depth, D, along the horizontal propagation distance r. Event II covers the
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acoustic transmissions from Tape 11 until Tape 15, and started at 1996/06/16, 7:18 h.

e Event III: set of transmissions along of the W-VLA axis, with a variation of the water
column depth, D, between 150 and 130 meters, and a constant horizontal distance R ~
6.5 km. Event III covers the acoustic transmissions from Tape 16 until Tape 24. This

Event started at 1996/06/16, 22:16 h.

3.3.4 Acoustic data pre-processing

One of the preliminary stages in the analysis of the acoustic transmissions consisted in the
calculation of the arrival patterns, II, of the emitted and received signals, respectively s(t, z4)
and 7(t, z,). The arrival pattern corresponds to an estimate of the channel impulse response,
h(t). In a perfect waveguide (and as previously discussed in section 2.4) h(t) corresponds to
a sum of Dirac delta functions, delayed and weighted with a set of delays and amplitudes,
which depend on the propagation channel. The distribution of Dirac delta functions in the
reception window allows one to determine the acoustic arrivals, which in the language of
signal processing implies that an arrival pattern constitutes an estimator of the temporal
arrivals. In the real case s(t,zs) has a finite bandwidth, Af, which imposes a temporal
resolution ~ (A f)_1 to the arrival pattern. Therefore, the arrival pattern II, instead of
corresponding to a sum of delayed and weighted Dirac delta functions (with zero width),
will correspond approximately to a sum of delayed and weighted “sinc”” functions, with a

temporal width At ~ (Af) .

The pre-processing scheme of acoustic data, aiming to the calculation of the mean arrival
patterns, is illustrated in Fig.3.13. That pre-processing involved the usage of classical signal

processing techniques (intercorrelation, Hilbert transform, signal envelope) which will not be

"The “sinc” function is defined as sinc(x) = sin (rx) / (7x)
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Figure 3.13: Calculation of mean arrival patterns.
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described here. Due to the synchronization problems the patterns were self aligned by the

leading edge. After the alignment one could calculate a mean pattern over L “snapshots”:

(Nt 20)) = 7320 2) (32

The calculation of the mean arrival pattern enhanced the presence of the arrival times. The
lack of synchronization with the emitted signal implies also that the arrival times are not
distributed along an absolute time scale, but depend on the position of the alignment. In

this sense those arrivals correspond to “relative” arrivals, 7.

The mean arrival patterns for the hydrophone at 115 meters, and L = 10 (see Eq.(3.2)),
can be seen in Fig.3.14% (the arrival patterns of the hydrophones at 35 and 105 meters
exhibit similar temporal variations). In general the temporal variations of the mean arrival
patterns exhibit a complex and unstable behaviour in the temporal interval 7. € [ 0.3, 0.4 |
s, and convey after that interval to a stable distribution of several vertical “stripes”. Those
“stripes” can better be seen in the cases of Events I and III. The “stripes” amplitude decays
with the increase of 7,.. Moreover, the vertical “stripes” structure in Events I and III reveals
the presence of four sub-stripes, which is the most remarkable feature of the mean arrival
patterns. In fact, the stripes and sub-stripes of those patterns, for both Events I and III,
indicate the clustering of “late” arrivals (here, “late” arrivals means those arrivals distributed
after 0.4 s) in groups of four arrivals. Each group of four arrivals will be referenced, hereafter,
as a “quadruplet”, and to each set of arrivals, formed by sub-groups of fours arrivals, will be
given the name of “set of quadruplets”, or simply “quadruplets”. In addition to the arrival
clustering in groups of quadruplets one can notice that the vertical stripes of Events I and 11

exhibit a temporal modulation typically semidiurnal, to which should contribute, in different

8In each figure the vertical time scale, in hours, starts at the beginning of the corresponding Event (see
the Events description, in the previous section).
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degrees, both the internal and surface tides. Event II, which corresponded to a set of acoustic
transmissions with simultaneous variations in the source horizontal distance and/or depth,
exhibits significant variations in terms of the temporal dispersion of the arrivals, and of their
number. The particularities of the Events will be discussed once more, with the help of

ray-tracing simulations, in section 4.2.
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Figure 3.14:  Arrival patterns of acoustic transmissions of the INTIMATE’96 sea trial
(hydrophone at 115 m): (a) Event I, (b) Event II, and (c) Event III. The vertical color bars
indicate the relative amplitude of the arrival patterns.






Chapter 4

The forward problem

As indicated in Chapter 1 tomographic inversion can not be developed independently of the
forward problem. This principle implies that the theoretical model described in Chapter 2
should be explored intensively, in order to adapt the general method of acoustic tomography
to the particular case of internal tides. That adaptation will be based, on one side, on a
preliminary analysis of the oceanographic data of the INTIMATE’96 sea trial and, on the
other side, on a set of simulations of acoustic propagation. The application of acoustic
propagation models intends to take advantage of the comparison between the modeled and
the observed arrival patterns. In fact, the calculation of the arrival pattern using the normal-
mode model KRAKEN [48], for the specific configuration of Event I (R = 5.6 km, D = 135
m, z. = 115 m, ¢o(z) corresponds to the mean sound speed profile illustrated in Fig.3.12),
exhibits a structure of arrivals clustered in groups of quadruplets (see Fig.4.1, case (a)). The
modeled arrival pattern not only reproduces the temporal distribution of the quadruplets,
but exhibits also a variation of their amplitude that is close to the one shown by the arrival
pattern calculated from acoustic data (see cases (a) and (b) of Fig.4.1). Nevertheless, the
model fails significantly trying to reproduce the real arrival pattern in the proximity of the

largest arrival (first 0.05 s). This failure indicates not only the limitations of the model, but

o7
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it also indicates the instability of the first arrivals. The exploration of the theoretical model
of tide propagation and the intensive comparison of the simulations with real data will be

discussed in the following sections.
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Figure 4.1: Modeled arrival pattern (case (a)) and arrival pattern calculated from acoustic

data (case (b)).

4.1 Real data

4.1.1 Equivalence between EOFs and HNMs

The current and thermistor chain temperature data have a proper temporal resolution for
the calculation of Empirical Orthogonal Functions, hereafter EOFs [61]. The EOFs (which
will be referenced also as empirical modes) represent a powerful and robust tool for the
parameterization of a general set of measured data, since each observation can be represented

as an empirical expansion on the orthogonal basis of EOFs. In this way, EOFs have been
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used intensively in tomography problems to parametrize the variations of the sound speed
profile in deep and shallow waters, and also to reduce the search space of the parameters
under estimation [7, 62]. In the case of the INTIMATE’96 sea trial both records of ADCP
and thermistor chain data make it possible to calculate the EOF's for the independent records
of currents and temperature. The two bases of EOFs can be seen in Fig.4.2, cases (a) and
(b).

On the other side, as previously discussed in section 2.3, the current and temperature
fields can be represented as orthogonal expansions on the bases of normal —theoretical—
modes. These modes can be calculated when the buoyancy profile, N(z), is known (see
Fig.4.2, case (c)). The existence of two different expansions for the same type of data rises
the natural question of exploring the relationships between the two systems of orthogonal
bases, i.e., how much of a given EOF can be represented as an expansion of theoretical
modes, or vice-versa. Within the context of the tomography problem this is a fundamental
question since the number of EOFs (and their representativity) depends on the number of
observations. The theoretical (hydrostatic and non-hydrostatic) modes can be calculated
numerically for a particular buoyancy profile, N(z) (or, through Eq.(3.1), from the tempera-
ture), by transforming the SLP into a linear system of equations (see Appendix I). However,
the calculation of theoretical modes, from Tj, requires a reduced amount of observations.
The question regarding the representation of empirical modes in terms of theoretical modes
(or vice-versa), for the case of the oceanographic data of the INTIMATE’96 sea trial, can
be found in [63]. In that reference it is shown that each of the three first EOFs can be
represented as a single non-hydrostatic normal mode. This result is very significant since

it indicates an unique equivalence between each of the first three EOFs, and each of the
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first three theoretical modes. This result indicates also the predominance, in average, of
the first three baroclinic modes in the environmental variations of the scenario monitorized
during the INTIMATE’96 sea trial. Additional calculations, based on HNMs, revealed the
same type of equivalence between EOFs and theoretical modes. These results indicate the
validity of the rotationless and hydrostatic approximations in the environmental conditions
of the INTIMATE’96 sea trial, with the additional theoretical advantage that the HNMs do
not obey to a particular type of wave solutions. In this way, the main description of the

theoretical modes will be based, hereafter, in the HNMs calculated through Eq.(3.1).

4.1.2 Direction of propagation of the internal tide

Another question discussed in [63] relates to the estimation of the direction of propagating
of the internal tide within the area monitorized during the INTIMATE’96 sea trial. This
estimation was based in the intercorrelation of modal amplitudes of the current components
in order to estimate their temporal phase difference. From the theoretical point of view the
amplitude of that phase difference depends on the direction of propagation, 6. The estimated
value corresponded to a phase difference of 2.7 hours, which is equivalent to § = 15°. This
value coincides with the orientation of the isobaths in the area of the continental slope (see

Fig.3.3).

4.1.3 Weight of the HNMs in the variations of sound speed

The discussion presented in the previous section makes it evident the relevance of the first
three HNMs, in the temporal variations of the temperature and sound-velocity fields. Fur-
thermore, and taking into account the linear relationship between T" and ¢ (remarked during

the discussion of Mackenzie’s formula, Eq.(2.68), in section 2.4, and verified in the CTD
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observations), one can consider valid the following expansion of sound speed:

e(z,t) = ¢olz) = Cf;; SO (4.1)

m

Since one admits that the temperature and sound velocity fields share the same modal

amplitudes it follows from the previous expansion that

T(z,t) —To(2) |9
< (dT)o/dz( )‘ ()] )

(W |N?(2)] U,n)

am(t) = , (4.2)

i.e., the modal amplitudes of sound speed can be calculated using the temperature records.
In particular, for the specific case of the INTIMATE’96 sea trial, the modal amplitudes of
the first three HNMs can be calculated using the thermistor chain data. Those amplitudes
reveal an oscillatory behaviour, with the presence of significant “peaks” in the case of the

amplitude «a; (see Fig.4.3).
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Figure 4.3: TERM-CMO, modal amplitudes of temperature.

The “weight” of each HNM in the variations of sound speed can be estimated as

P, (t) = 100 x .
g

m=1

|Vin| dz (4.3)
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where V,,, = a,, ¥,,dT/dz. The temporal average would correspond to

ty
1
() = / P(t)dt . (4.4)
ty—t;

t;
The results of the application of the previous two formulas to the data illustrated in Fig.4.3
can be seen in Fig.4.4. Those results indicate that the first three HNMs represent, in average,

75% of the variations of the sound speed profile. Additionally, one verifies that the weight

of each HNM decreases with the increase of its index.
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Figure 4.4: TERM-CMO, percents of the modal amplitudes and respective mean values.

4.2 Simulations

As previously indicated in section 3.3.3 the significant maxima of the arrival patterns indicate
the acoustic arrival times, 7. On the other side, for the type of signal s(¢, z;) used during the
acoustic transmissions of the INTIMATE’96 sea trial, and for the minimal value of water
column depth, one verifies the validity of Eq.(2.73), which suggests the application of a ray-

tracing model. Instead of using a particular model, between the large number of ray-tracing
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programs developed specifically for applications of underwater acoustics®, it was decided to
write from scratch a ray-tracing program in MATLAB2. The simulations, developed in the
following sections, will correspond to isotropic approximations of the Events I, II and III,
i.e., they will correspond to cases when the acoustic signal propagates in an environment

where the sound speed field, ¢, depends only on depth: ¢ = ¢(z).

Taking into account that the Events referenced previously clearly indicate the effects of
the tides in the arrival times, so the modeling will be focused only in calculating the arrivals.
The simulations will be developed in the following way: the first group of calculations will
discuss the impact of the propagation geometry (which will reflect the barotropic tide impact)
on the set of acoustic arrivals; the second group will simulate the influence of environmental
variations (i.e., of the internal tide) on the arrivals. As will be shown in Chapter 6 the two
groups of simulations will allow one to develop a robust tomography scheme to be applied

to the acoustic data of the INTIMATE’96 experiment.

4.2.1 Variations in the propagation geometry

In the case of Event I the waveguide was characterized by a water column depth D = 135
m, and by a propagation distance R = 5.6 km. The eigenrays between the acoustic source,
at the depth of 90 m, and the hydrophone 3, can be calculated using the mean sound speed
profile ¢g(z) illustrated in Fig.3.12 (similar calculations can be developed for hydrophones
1 and 2). The propagation eigenrays (see Fig.4.5) can be classified in two groups: those

which are refracted between the acoustic source and the surface (known as “RBR”? rays),

'For an extensive list of ray-tracing programs one can consult, for instance, the site Ocean Acoustic
Library in http://oalib.saic.com.

2The MATriz LABoratory. The MATLAB is a programming environment, strongly oriented to the
manipulation of vectors and matrices, that allow one to develop a simplified treatment of data and further
visualization of the corresponding results.

3 Refracted and Bottom Reflected.
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and those which are reflected between the waveguide boundaries (known as “SRBR”* rays).
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Figure 4.5: Types of propagation eigenrays: RBR (case (a)) and SRBR (case (b)).

The eigenrays of the RBR type correspond to a set of arrivals, distributed closely in the
proximity of the first arrival, and spreading along a temporal window of about 14 ms. The
group of SRBR eigenrays exhibits a series of arrivals spreading along a temporal window sig-
nificatively larger (of about 260 ms), with a clustering of arrivals in “quadruplets”. As will be
discussed in section 5.4.4 the first group corresponds to unstable eigenrays and their arrivals

can be classified as unresolved. Instead the second group corresponds to stable eigenrays,

4Surface Reflected and Bottom Reflected.
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and can be associated to a group of resolved arrivals. The presence of the quadruplet groups
is related to the assimetry of alignment between the acoustic source and the hydrophone,
and can be derived analytically in the case of an isovelocity waveguide (¢ = constant) [64].
It will be shown in section 5.4.1 that the quadruplets are the only arrival groups to take into

account within the context of the inverse problem.

In order to identify the effects of the surface tide on the groups of quadruplets the
ray-tracing simulation described previously was repeated for several waveguide depths, D.
Taking into account the geometry of the VLA, fixed to the bottom, it was considered realistic
to introduce a correction D = D — D,.s to the depth of the hydrophone 3, where D,.; =
135 m. The amplitude of those variations was extended slightly beyond the surface tide
predictions at the position of the VLA, which are illustrated in Fig.4.6. The values shown
in that figure were calculated using the tide model RSC94, which was downloaded from the

site indicated in section 2.1.
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Figure 4.6: Surface tide predictions at the position of the VLA.

The modeling results, considering only the temporal variations of the quadruplets, are

illustrated in Fig.4.7. As shown by the ray identifiers (the integer value indicates the total
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number of reflections and the positive/negative sign indicates whether the ray was launched
towards the surface, “+”, or towards the bottom, “~”) the particular structure of each ray
is not affected by the variations of depth, keeping constant the number of reflections and
the “launching” angle. On the other hand the increase of depth leads to an increase of the
temporal spreading of the quadruplets, and also to an increase of the temporal separation of
the arrivals that constitute each quadruplet. However, the temporal perturbations induced
by the variations in D are insufficient in order to obtain an “exchange” of arrivals between
groups of different quadruplets. In the case of a periodical —semidiurnal— variation in D the
corresponding modeling of arrival times should reproduce a pattern alike to the one observed

in the arrival patterns of Events I and III.

The simulations of a variable transmission distance, R, for the hydrophone 3, are illus-
trated in Fig.4.8. The transmission distance had a variation between 3.8 and 5.6 km. The
figure indicates the variations of the relative arrival times, 7,.(R) = 7(R) — 71 (R), where 71 (R)
represents the first “absolute” arrival, to simplify the comparison with the arrival patterns of
Event II. The waveguide has a constant depth D = 135 m, and the aperture of the acoustic
source is constant and symmetric, with an amplitude of 30°. In contrast with the previous
case one verifies a temporal increase between the arrivals of each quadruplet, when R de-
creases. As in the previous case the separation between the arrivals of the quadruplets leads
to the increase of the temporal window occupied by the respective groups of quadruplets. On
the other hand their number decreases when R decreases. The alignment of each sequence
of relative arrivals, according to the different phases of acoustic transmissions of Event II,
should reproduce a variation of relative arrivals reasonable close to the pattern exhibited by

the arrival patterns of that Event.
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Figure 4.7: Dependence of the resolved acoustic arrivals (quadruplets) on bottom depth, D,
(hydrophone 3).
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4.2.2 Environmental variations

In a certain sense the set of previous simulations seem to “exhaust” the sources of pertur-
bation that give rise to the temporal variations of the arrival patterns noticed in the Events
I, IT and III. Therefore, in order to identify the specific contribution of the internal tide to
the acoustic data of those Events one needs to develop two additional groups of simulations,
sharing the same waveguide geometry, but corresponding to two different realizations of the
sound speed profile. The first profile should correspond to the mean —unperturbed— sound
speed profile, ¢y(z); the second profile, ¢(z), may correspond to a particular CTD-IH profile,
considered as representative of a perturbed profile, and chosen in order to obtain a smooth
variation along depth of the perturbation in sound speed. The two sound speed profiles,
co(z) and c(z), and their difference, dc(z) = ¢(2) — co(2), are illustrated in Fig.4.9. As dis-
cussed in [64] the RBR eigenrays change their structure from one profile to the other, while
the SRBR eigenrays, corresponding to the groups of quadruplets, keep their structure. In
this sense, the arrivals corresponding to the first group of eigenrays can be considered as
unstable arrivals, while the arrivals corresponding to the second group of eigenrays can be
considered as stable. In section 5.4.1 it will be shown that the only arrivals to be taken into

account in the tomographic inversion scheme correspond to the stable arrivals.

The arrival sets illustrated in figures 4.7 and 4.8 correspond, in a certain sense, to par-
ticular cases of temporal fronts, where the horizontal axis of the figure corresponds to the
temporal axis of arrival time. As indicated by Munk et al. ([5]) the temporal fronts (which
are obtained by calculating the arrival times, 7, along the depth, z) provide a more complete

perspective of the propagation problem than the usual diagrams of propagation rays.

In the case of the mean sound speed profile of Fig.4.9, and for a waveguide with the
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Figure 4.9: Environmental variations: (a) reference and perturbed profiles of sound speed,
co(z) and ¢(z), respectively; (b) sound speed profile perturbation, dc(z).

geometry of Event I, the corresponding temporal front reveals a complex linear arrival struc-
ture, in zigzag (see Fig.4.10, upper case). This structure linearly relates the quadruplets
located at different depths, which implies that those arrivals are correlated. On the other
hand the locations of the temporal front, where one can observe an intersection of the arri-
val structure, indicate situations of ambiguity in time and depth, since those intersections
correspond to propagation geometries where different eigenrays can arrive simultaneously at

the hydrophone.

By changing the reference profile, c¢o(z), with the perturbed profile ¢(z), illustrated in
Fig.4.9, and calculating the respective temporal front, one can find an arrival structure almost

identical to the previous one (see Fig.4.10, lower case). In fact, excluding the unresolved
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arrivals, one can verify that displacing “backwards” the second front along the temporal axis
it would match perfectly the first front. In this way, one can ensure that the main impact of
the internal tide on the acoustic arrivals will consist in “displacing” the temporal front of the
reference profile. The amplitude of the temporal displacement, §7, although constant for all
depths, should depend on the integral characteristics of the perturbation dc(z) = ¢(z) —co(2).
The apriori quantification of that displacement rises important theoretical and practical
questions, which exceed the objectives of this dissertation. Therefore, those questions will
not be discussed here. In particular, one of the main conclusions that one draws is that by
considering only the quadruplet groups, and recalculating the two temporal fronts in terms of
relative arrivals, 7, = 7 — T,.f, one can get the same structure in both cases. In this way, the
relative arrival times, 7,, do not contain any type of information related to the environmental
variations, dc, of the propagation scenario, and, therefore, the relative arrival times do not
allow to solve the acoustic problem of internal tide tomography. This conclusion eliminates
the possibility of applying any inversion method, based on the relative arrival times, to the
acoustic data of the INTIMATE’96 sea trial. In the best case such an application will just
succeed in retrieving a tomography “image” of the progressive —semidiurnal— alignment of
the arrivals, which in fact will be independent of the real environmental variations induced

by the propagation of the internal tide.



Chapter 5

The inverse problem

The previous Chapter was dedicated to the modeling of the acoustic perturbations, induced
by geometric and/or environmental variations of the water column, in the case of an hori-
zontally isotropic waveguide. Within the context of the tomography problem one can now
proceed with the discussion of the tomography inversion of the acoustic data of the INTI-
MATE’96 sea trial. That discussion would remain incomplete without a brief discussion of
some of the results achieved within the context of the source localization problem, and of the
modeling of acoustic propagation through an environment which is anisotropically perturbed
(in time and horizontal distance) by the propagation of solitons. The discussion of these two

issues will be developed in the following two sections.

5.1 Preliminary discussion

5.1.1 Soliton identification

It is known that the propagation of solitons in an acoustic waveguide can induce signifi-
cant levels of attenuation in the energetic spectrum of the received signal. This type of
observations has been the object of a large number of studies [28, 65, 66]. Despite the fact
that those studies present many important results within the context of the forward and

73
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inverse problems they also present approximations which are not fully consistent from the
mathematical point of view. For instance, it is frequently assumed that the soliton packets
can be represented as a linear superposition of independent solutions, which is inconsistent
with the non-linear character of Eq.(2.61), since it does not admit a linear superposition of

independent solutions as another of its solutions.

The oceanographic observations of the INTIMATE’96 sea trial indicate that the first of
the HNMs, is “allowed” to generate solitons. On the other hand the modal amplitudes of
current components and temperature, associated with this theoretical mode, reveal signifi-
cant variations in amplitude (“peaks”), which are repeated at the tidal frequency, and which
are characteristic of the propagation of soliton packets [25, 41]; one of those peaks is tempo-
rally correlated with a significant perturbation of the acoustic signal, more specifically with
a pattern of signal focalization [41, 42]. The sampling frequency of current and temperature
data is insufficient to resolve the structure of the soliton packets including, in particular, the
structure of the packet which would be correlated with the perturbation found in the acous-
tic data. The identification of that structure was discussed by using two different types of
analytic solutions of Eq.(2.61), following the generation of packets with different structures.
Each packet corresponds to a particular anisotropic configuration of the sound velocity field,
and each configuration was used as input data to the normal mode model C-SNAP [67], to
simulate the propagation of the acoustic signal through the respective soliton packet. The
developed sets of narrowband [41] and broadband [42] simulations allowed to obtain, for a
particular type of soliton packet, a focalization pattern reasonably close to the one observed.
This result constitutes an important indicator of the sensitivity of the acoustic signal to the

environmental —anisotropic— variations of the propagation channel, and also of the poten-
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tial possibility of using that sensitivity to determine the corresponding —anisotropic— sound

velocity field.
5.1.2 Source localization

As previously discussed in [68]-[70] the sensitivity of the arrival patterns to the propagation
geometry can be explored in order to develop a particular approach to the problem of source
localization during the three Events. The particular localization scheme discussed in those
references is inspired on the methods of Matched-Field Processing (hereafter MFP) [71, 72],
with the significant difference of matching the arrival patterns at a single hydrophone, more
specifically of the hydrophone 3. A different perspective of the localization problem, based
on the methods of sub-space decomposition [73]-[75], was also applied to the acoustic data
of hydrophone 3 with equal success, in both range-independent [76] and range-dependent
[77] environments. One of the most interesting results of the last two references is related
to the estimation of the number of independent arrivals, which was based on statistical
theoretical criteria [78]. In fact, the two studies indicate a redundancy of the acoustic arrivals
at the hydrophone, i.e., the studies indicate that, within the total set of T arrivals, only a
number N < T contains independent information related to the acoustic waveguide. This
fundamental result is extremely important for the acoustic tomography of the internal tide

in the coastal zone, and will be discussed in detail in section 5.4.4.

5.2 The tomography problem

Ocean Acoustic Tomography, as initially proposed, was based in the usage of the pertur-
bations of the arrival times, A7, to calculate the perturbations of the sound speed profile

¢(z) in relation to a reference profile cy(2): de(z) = ¢(z) — co(2), [4]. This perspective of the
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tomography problem, where the main characteristic of the signal to be analyzed corresponds
to arrival times, is usually known as Travel-Time Tomography. Alternatively, it is possible
to extend the methods of MFP (used often in the context of the source localization problem)
to directly explore the sensitivity of the acoustic field, p, to the geometrical and environ-
mental parameters of the acoustic waveguide, to calculate directly the sound speed profile
c(z) [7, 79, 80]. This alternative is usually known as Matched-Field Tomography (hereafter
MFT), and frequently takes advantage of the EOFs to parametrize the sound speed profile.
In general it is difficult to understand apriori in which conditions one should use one of the
techniques instead of the other. This question applies also to the tomography processing of
acoustic data of the INTIMATE’96 sea trial. The following two sections will discuss this

matter with the help of simulations.

5.3 Matched-Field Tomography (MFT)

5.3.1 Theoretical background

For a set of N vertical hydrophones the pressure field of the received signal can be characte-

rized through a pressure vector, p, defined as

pf) = [p(fr21) , p(frza) s -y (fon) IE (5.1)

where [.. .]t indicates the transpose of |...], and each element p(f,2;) (j =1, 2, ... N) of
the column vector p corresponds to the narrowband component of the Fourier transform
of the respective received signal, (¢, z;). In order to further simplify the discussion of the
methods of MFT the dependency on f will be omitted (p(f, z;) = p(z;)). Under the classic
formulation of the source localization problem, based on MFP, one intends to determine

the source location which is defined by an unknown depth, z,, and an unknown horizontal
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distance of transmission, R. To achieve that goal one explores the information contained
in a set of L signals p (the “snapshots”). To determine the unknown vector of parameters
(zs, R) one compares the snapshots with a set of test vectors, p,,(z,r), generated by a
propagation model. This comparison is performed using a cost function, which achieves an
optimal value (maximal or minimal) when (z,7) & (2, R). A particular example of a cost

function corresponds to the Bartlett estimator [71, 81]:
£(6) = by, (0)R(60)D,,,(6) , (5-2)

where 0y = |z, R]t, 0 = |z, r]t, p* represents the conjugate transpose of vector p, and R

corresponds to the sampling covariance matrix:

R =23 pu(60)p; (60) - (5.3)

0<E@B)<1. (5.4)

Sometimes the amplitude of the estimator is also calculated in dB. The Bartlett estimator
previously described can be applied to narrowband MFP. For the broadband case one can

apply the following incoherent estimator:

R 1 Y
j=1

where Ny represents the number of processed frequencies, and each term of the sum corres-
ponds to the estimator defined by Eq.(5.2), and calculated at frequency f;. As in the case

of the narrowband estimator the estimator defined by Eq.(5.5) is normalized:

0< Enc(@) <1. (5.6)
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The parameterization of the sound speed profile can be developed, using EOF's, in the

following way:

c(z) = co(2) + > _amEOF,, . (5.7)

In this case the vector of parameters of the m-dimensional space corresponds to the vector
0= (a1, az, ... ,a, ), and one expects that the cost function will achieve its optimal
value at the position of the searched parameters, 8y = (o), o, ... ,al. ). Most pro-
blems of practical interest involve optimization problems with a large number of dimensions,
which makes practically impossible to develop a direct search of the unknown parameters.
One of the methods that allow one to significantly reduce the search space corresponds to
the “Genetic Algorithm” approach [82], which is based on evolutionary principles. Genetic
Algorithms “explore” the cost function at different points of the search space, forming a “po-
pulation” of “candidates”, 8. Furthermore, using the rules of natural selection (crossings,
mutations, etc.), the candidates are kept or renewed along several iterations (or “genera-

tions”), until one obtains a candidate 8 = 6, such that

0y = arg {meax 5(9)} . (5.8)

Genetic Algorithms have been applied efficiently in inverse problems of underwater acous-
tics as, for instance, in problems of source localization and geo-acoustic inversion [83]-[85].
Between the different models developed the “SAGA” model [86] deserves special attention,
since it implements a method of Genetic Algorithms, tightly related to the usage of several

models of acoustic propagation.
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5.3.2 Narrowband MFT simulations

As previously discussed in section 4.1.1 the HNMs are equivalent to the EOFs of current
and temperature data. In this way, using the expansion Eq.(4.1), one can parametrize the
sound speed profile in terms of HNMs W,,,. The amplitudes of the three firsts HNMs, ag
=[a; az az | = [ —2010 10 | m, consistent with the oscillation values of the amplitudes
illustrated in Fig.4.3, allow one to generate the sound speed profile ¢(z) illustrated in Fig.5.1.
This profile was considered as representative of environmental variations being able to induce

significant perturbations on the acoustic pressure.
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Figure 5.1: MFT simulation tests, “perturbed” sound speed profile.

The SNAP model [87] was used by SAGA to generate the acoustic pressure field, p(6y),
at the frequency f = 550 Hz, for the profile ¢(z). Four hypothetical configurations of the
reception system were considered (see Table 5.1). The fourth configuration corresponds
to the configuration of the VLA of the INTIMATE’96 sea trial. Since the pressure field

p(0y) was not contaminated with noise the number of snapshots corresponded to L = 1.
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Configuration 1 2 3 4
Number of hydrophones 11 6 3 3
Depth of 1st. hydrophone (m) 35 |1 35| 35| 35
Depth of last hydrophone (m) 115 | 115 | 115 | 115
Separation between 1st. and 2nd. hydrophones (m) | 8 | 16 | 40 | 70

Table 5.1: Narrowband MFT tests, idealized configurations of the reception system (the
last configuration corresponds to the VLA of the INTIMATE’96 sea trial).

The SAGA model performance in the inversion of the parameters oy was tested for each
configuration. The cost function corresponded to the estimator Eq.(5.2), which was calcu-
lated, from generation to generation, by modeling the acoustic pressure field, p,,(@), using
the parameterization of the sound speed profile given by Eq.(4.1). The search parameter
space was discretized homogeneously, where each a was bounded between -25 e 25 m, with

a discretization interval Aa = 0.25 m.

The MFT tests showed that, in general, the calculation time increases with the decrease of
the number of hydrophones. However, for configurations 1 and 2 the SAGA model calculated
accurately the modal amplitudes of the profile ¢(z), while in configurations 3 and 4, and
independently of the number of times that SAGA tried to optimize the cost function, the
inverted amplitudes were far away from expected values. The results of the tomography
tests, for the different configurations, can be interpreted in a more direct way, by calculating
the Bartlett estimator along the plane a3 = 10 m, as shown in Fig.5.2. The set of figures
indicates that the decrease of the number of hydrophones, N, is followed by the appearing of
secondary maxima, which start to be concurrent with the global maximum. In other words,
one verifies that the ambiguity in the position of the global maximum increases when the
number of hydrophones decreases, making more difficult to locate that maximum. One can
expect that the contamination of the signal with noise should worsen the localization of the

global maximum. In this way, the results of this set of simulations show the impossibility
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Figure 5.2: Evolution of the Bartlett estimator as the number of hydrophones (N) decreases:
(a) N=11, (b) N =6 and (c) N = 3; the case (d) corresponds to the VLA with 3 hydrophones
of the INTIMATE’96 sea trial. The vertical color bars indicate the estimator amplitude in
dB.

of tomographic inversion through the narrowband processing of the acoustic data of the

INTIMATE’96 experiment.

5.3.3 Broadband MFT simulations

As previously discussed in [81] for the source localization problem, the broadband processing
of the acoustic data can compensate some of the limitations of the narrowband processing.
Based on this observation one can apply the incoherent estimator Eq.(5.5), to the tomography
problem, to minimize the ambiguities of the narrowband Bartlett estimator, which were
noticed in the previous section for the case of configuration 4. The tests, developed once

more with the SAGA model (generating the acoustic field through the SNAP model), and
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for different numbers of frequencies Ny (from 300 to 800 Hz, Af = 500/Ny), indicate that
in the absence of noise, increasing Ny allow one to substantially improve the estimation of
the amplitudes 6. Moreover, the direct calculation of the incoherent estimator, Eq.(5.5), in
the plane a3 = 10 m (see Fig.5.3) shows that the ambiguity of the surface decreases when

N increases.

Figure 5.3: Evolution of the Bartlett estimator as the number of frequencies (Ny) increases:
(a) Ny =3, (b) Ny =6, (c) Ny =11 and (d) Ny = 21. For all cases N = 3; the vertical
color bars indicate the amplitude of the estimator in dB.

This set of results shows that the tomography broadband processing can be used to
compensate the lack of tomography resolution of the narrowband processing. However, this
recovering takes place at the cost of a substantial increase of the calculation time, which
being of the order of several minutes in the narrowband case becomes to the order of many

hours in the broadband case. It should be remarked also that additional tests indicated a
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significant sensitivity of the incoherent estimator to the contamination of data with noise.
In this way, it can not be avoided to increase once more the number of frequencies in order
to recover the tomography resolution, which implies again increasing the calculation time.

This is a highly undesirable factor for the purposes of tomography monitoring.

5.4 Travel-Time Tomography

5.4.1 Theoretical background

It can be shown, on the basis of ray theory, that for an acoustic signal the perturbation of

the arrival time, A1, corresponds to [5]

m:/ﬁ—/ﬁ, (5.9)

L)~ ] ele)
where I and I'y represent the eigenrays corresponding to the perturbed and reference profiles,

¢(z) and co(z), respectively. In the case of small perturbations, dc(z) = ¢(2) — ¢p(2) < co(2),

one can consider that I' &~ Iy, so Eq.(5.9) can be rewritten as

Arj=71;—1) = /ct) - /Codé) ~ —/igéj)) ds . (5.10)
I, I, I,

In this expression the integral is taken along the non-perturbed eigenray I';. Eq.(5.10)
indicates that a first order perturbation on the sound speed profile leads to a first order
perturbation on the arrival time. In this sense I'; corresponds to a stable eigenray and 7;
and 7'](-] can be considered as resolved arrival times, (or, simply, resolved “arrivals”). By
“collecting” a set of T perturbations in arrival times (7 = 1, 2, ... T), and representing the
acoustic waveguide as a system composed by L layers, one can obtain the following system
of linear equations [5, 8]:

y =Ex-+n, (5.11)
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wherey = [ Ar Ary ... A7y ]t, x = [dcg dcy ... o ]t, and each d¢; corresponds to the
mean of d¢(z), in the [th layer. Vector y is known as the vector of temporal delays or, simply,
vector of delays. In Eq.(5.11) n represents the noise contribution to the set of observations
y. Matrix E, of dimension T x L, is known as the Observation Matriz [5]. The rows e; of E

have the following structure:

ASJ'J AS]‘,Q ASjJ_

5 5 e ,
Co1 Co2 oL

(5.12)

€; =

where As;; represents the length of the jth eigenray, within the layer [, with j =1,2,...,T
and [ = 1,2,...,L. Eq.(5.11) represents the starting point of the methods of Travel-Time
Tomography.

The choice of the number of layers, L, can be done in many different ways. In general
one chooses a large number of layers, as large as possible. In fact, in most cases of practical
interest L > T. In this way, since L > T, Eq.(5.11) corresponds to a system with less
equations than unknowns, i.e., corresponds to an undetermined system of equations. A
system of this kind has an infinite number of solutions. In the absence of any apriori
additional information an usual choice of the solution corresponds to the minimum norm
solution [61]:

x? = Efy | (5.13)
where the pseudoinverse matrix, E#, can be efficiently calculated through its Singular Value
Decomposition (hereafter SVD) [5, 61]:

E =USV!, (5.14)

and then

E#* =V,s7'Ut (5.15)

r o’
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where the matrices V, and U, are formed by the first r columns of V and U, respectively,
and S, is a square diagonal matrix, with r non-zero elements. The index r corresponds to the
rank of the observation matrix. The references related to Travel-Time Tomography studied
within this dissertation (see, for instance, [4, 6, 8]) consider implicitly that the rank of the

observation matrix corresponds to the number of arrivals T.

5.4.2 Array processing

In contrast with the methods of MFT, which deals in a natural way with array processing,
the methods of Travel-Time Tomography deal with the information acquired on a single
hydrophone. In this way, it arises naturally the issue about how to treat a set of equations

of the form

vi=Ex+n;,y,=Exx+mny, ... yy=Exx+ny. (5.16)

The equations (5.16), sharing the common factor x, can be reduced to a single equation,
identical to Eq.(5.11), by concatenating the system of equations (5.16) [5], i.e., by introducing

the following array vectors and matrices:

Y1 E, n
E n

y=|"2|  BE=| |, ad n=| "], (5.17)
YN En ny

The concatenated system can be solved as indicated in section 5.4.1.

5.4.3 Regularization of the linear system of equations

The usage of a layer system to solve the inverse problem, Eq.(5.11), rises important ques-
tions. For instance, the discussion presented in [6] indicates that a proper choice of a layer
system improves the accuracy of inversion. However, the same reference do not present any

theoretical or practical discussion related to the criteria of choice of the most “accurate”
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layer system. A “reasonable” suggestion could be to increase the vertical resolution of the
sound speed profile by increasing the number of layers. However, it is not difficult to discover
that the increase of the number of layers leads to an undesirable increase of the number of
discontinuities of the inverse solution. As commented in [5] the HNMs can be used to solve
this problem by allowing the reparameterization of the system of equations, which decreases
the degrees of freedom of the inverse solution. That reparameterization is described in this
section. First, one can notice that the expansion Eq.(4.1) can be rewritten as

deg doy

de(z,t) = [dz \Ifl(z)] a(t) + [dz\pQ(z)] as(t) + [dzlllg(z)] az(t) . (5.18)

Discretizing the previous equation on a vertical grid, {2}, one would have that

dep = dc(z,t) = %\Pl . as(t) + %\Pg . as(t) + %\Pg . asz(t) =
= Wla(t) , (5.19)
where a(t) = [ oy (t) as(t) as(t) |* and
‘I’;c: %\Pl i %‘Ib » %‘%ZZZI =
— % X [ Wi(z) Walz) Ws(2) | = B x [ Wi(21) Yalz) Ps3(z) | - (5.20)
2=z
In the last equation
b= O;(;O . (5.21)
In this way the perturbation of the sound speed profile can be rewritten as
x=la (5.22)

where

ot = : : : : . (5.23)

ﬁL;<( ‘IJKZL) \112('21) ‘1’3('21) )
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Going back to the original problem one would have that
y=Ex+n=E¥'a+n=Pa+n, (5.24)

where

P=EUut. (5.25)

Since the dimension of « is 3, certainly inferior to the number of points in the vertical grid

{2}, one can solve the system Eq.(5.24) by the least-squares method [61]:
-1
o = (P'P) Ply. (5.26)

Once the vector of amplitudes, «, is estimated, one can calculate the estimated vector of

sound speed profile perturbations through the equation:
x# = wta# . (5.27)

Since the HNMs are continuous functions of depth the regularization introduced in this
section eliminates, in a natural way, all the issues related to a particular choice of a layer
system. It should be remarked that a similar approach could be developed in terms of EOF's.
However, as discussed in section 4.1.1, the calculation of EOFs demands the existence of a
significant number of observations, while the calculation of HNMs can be performed using

only the mean temperature profile.
5.4.4 Arrival redundancy

One of the most important conclusions of reference [76], based on the application of theoreti-
cal information criteria to the acoustic data of Event I, indicates that the estimated number

of independent arrivals corresponds to 4. This results implies the redundancy of the arrival
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times. In terms of the observation matrix it follows that r = 4 < T, which implies impor-
tant theoretical and practical questions, related to the inversion of matrix E. The problem
of redundancy is discussed in detail in [64], where it is shown that the estimated number
of independent arrivals depends on the physical limitations of the propagation channel. In
that reference it is shown that for the isovelocity case (¢ = constant), and for a propagation
scenario, where one avoids the symmetries between the source and hydrophone depths, it
should take place a clustering of arrivals in groups of quadruplets. Furthermore, the analytic
calculation of the corresponding observation matrix allows to show that any group of four
rows of E, corresponding to a particular quadruplet, depends linearly on the first group of
four rows that correspond to the first quadruplet. This result implies that for the isovelocity
case the rank of E is equal to 4. The rank deficiency of this observation matrix allows to
infer the rank deficiency of E for the quadruplets of a general sound speed profile, ¢(z). In

this way, one can introduce an “effective” observation matrix, defined as:

E.;; = UsS, VD (5.28)
On the other side, the pseudo-inverse matrix would correspond to

E# =V,S;'Ut. (5.29)
5.4.5 Tomography simulations

By analogy with the discussion presented in section 5.3 one can now proceed with the tests of
the theoretical aspects of Travel-Time Tomography, on the basis of ray tracing simulations.
Initially, one can calculate the matrix ¥ using the three firsts HNMs. Then, for each

hydrophone, proceed according to the following scheme:

1. The ray-tracing model is used to simulate the eigenrays and arrival times for the
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geometry of Event I, using both the reference and perturbed sound speed profiles,

illustrated in Fig.4.9.

2. The stable eigenrays are used to calculate the observation matrix, E, and, through its

SVD, the effective observation matrix, E.r; (see Eq.(5.28)).
3. The regularization matrix, P, is calculated through the product of Eq.(5.25).
4. The vector of amplitudes, a, is estimated applying the solution of Eq.(5.26).

5. The perturbation of the sound speed profile, x, is estimated trough Eq.(5.22).

In the array processing case one calculates first the observation matrix of the concatenated
system, calculates the corresponding effective observation matrix, and then continues the
inversion scheme starting from item 3. The only source of “noise” in this set of simulations
correspond to the the rounding errors, resulting from the transformation of the set of integral
equations into a linear system of equations. The quality of the inversion was estimated by

calculating in each case the mean depth error, defined as
1L
Mean depth error = (’x - X#‘> = [Z ‘xl — xl#‘ : (5.30)
=1

The arrival times, used in the simulations, are illustrated in Fig.5.4.

The calculation time of travel-time inversion was of the order of some minutes, and all the
inversion tests were performed much faster than any of the MFT simulations. As indicated
by the inverse results for each hydrophone (see Fig.5.5, cases (a), (b) and (c)) the rounding
errors increase with hydrophone depth. In the case of hydrophone 1 the match between the
“real” and the inverted perturbations achieves a high degree of accuracy. That accuracy

degrades progressively with the increase of hydrophone depth. The inverse solution of the
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Figure 5.4: Travel-Time simulations, arrival times for c¢q(z) (squares) and c¢(z) (circles).
concatenated system allows to improve the accuracy of the inverse solution relative to the
hydrophones 2 and 3 (see Fig.5.5, case (d)). It is particularly interesting to notice that case
(a) exhibits a more accurate solution than the one obtained in case (d), which in a certain
sense indicates that the concatenation of the system deteriorates the tomographic resolution
of hydrophone 1. However, one can develop a particular selection of the groups of arrivals,
that provide a more accurate solution of the concatenated system than the one obtained for
hydrophone 1. In this way, the issue of accuracy described previously seems to be related
only to a question of numerical rounding. As will be shown in section 6.3, for the case of
real data, the contamination of signal with noise significantly deteriorates the quality of the
inversion, making the solution of the concatenated system definitely more accurate than any

of the independent inverse solutions.
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Chapter 6

Tomographic inversion: real data

The tomography simulations of the previous Chapter put in evidence the preference of
the methods of Travel-Time Tomography over the methods of Matched-Field Tomography.
Therefore, this Chapter will be dedicated to the discussion of the most important problems
related to the tomography processing of the acoustic data of Event I, on the basis of the

corresponding arrival times.

6.1 Extraction and comparison of acoustic arrivals

The first issue of practical interest is related to the extraction and further comparison of the
acoustic arrivals'. Within the known literature these two questions are discussed at the level
of two different problems: the problem of identification of the arrivals, and the problem of
arrival tracking [5, 88, 89]. For a particular set of arrival patterns, 1Ty, Ily, ... I, the first
problem can be solved by calculating the significant maxima (usually known as “peaks”)
of each arrival pattern, II;. Once the identification problem has been solved one can use
a particular method of pattern recognition to “follow” the presence of the peaks along the
acoustic transmissions. The peaks that do not appear in two consecutive transmissions are

considered as unstable arrivals, and are eliminated from the tomography processing. Once

"'Within this context by “arrivals” one should understand both the absolute and relative arrivals.
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the identification and tracking problems have been solved, one can proceed with the travel-
time based tomographic inversion. In reference [88] it is suggested to treat independently
each problem. Therefore, one calculates the arrivals for each pattern, II;, and proceeds with
the arrival comparison, using a least-squares criterion, according to all possible configurations
of real and modeled arrivals. The configuration that optimizes the criterion allows to identify

the stable arrivals, which are then used in the tomographic inversion.

In the particular case of the INTIMATE’96 dataset the arrivals of interest correspond
to the quadruplet arrivals. Those arrivals are not extracted directly from each “ping” of
acoustic data, but are extracted from a mean pattern, (II), which is calculated according to
the expression Eq.(3.2). The number of snapshots corresponds to L = 37 (i.e., it corresponds
to an entire “run”) which is equivalent to an observation horizon of 5 minutes. This value
is small enough to allow the monitoring of the internal tide, and also to “compete” with
the thermistor chain data in terms of temporal resolution. In this way, each run of the
Tapes 4 to 10 was used to calculate the respective mean pattern, (II). The extraction of
the peaks from each mean pattern was developed by calculating all the “narrow” maxima of
the pattern, and by excluding further the “narrow” maxima below a “threshold” amplitude.
The criteria of “narrowness” and “threshold” amplitude were implemented heuristically, by
trial and error and based, in particular, on the normalization of the temporal and amplitude
axes of (II). In contrast with the classical approach one of the advantages in applying the
arrivals extraction heuristic is that it is independent of the problem of arrival comparison.
In this way, the heuristic was applied only once to all mean arrival patterns of Event I, and

the extracted peaks were stored in digital support for further tomography processing.

It should be remarked that the extraction criterion does not take into account the ex-
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pected arrival structure, clustered in groups of quadruplets. Therefore, the heuristic of
arrival extraction failed sometimes in the peak selection, and being unable to reproduce the
expected clustering. This situation is worst in the cases when the reception system failed
and the sets of quadruplets were no longer identifiable in the corresponding arrival pattern?.
However, in many cases the “failure” in the arrival extraction was compensated significantly

by the comparison of extracted and modeled arrivals, 7, and 7,, respectively.

The presence of the quadruplets can be recognized visually along the acoustic trans-
missions of Event I without any particular difficulties. However, implementing an algorithm
that allows to solve the identification (and corresponding tracking) of the quadruplets is not
a trivial task. In fact, in the mean patterns (II) of Event I one can observe a significant
number of arrivals, with situations where the groups of quadruplets are complete in a parti-
cular transmission, and appear incomplete in the transmission that follows. This behaviour
induces a variety of situations which is very difficult to deal with in terms of the classical
approach. This difficulty leaded to the separation of the identification and tracking problems.
However, if one tries to apply the comparison method described in [88], to the acoustic data
of Event I, the significant number of extracted arrivals would generate a large amount of
possible configurations, including many cases totally inconsistent with the expected struc-
ture of quadruplets. The comparison of all configurations would increase tremendously the
calculation time, and would compromise the monitoring objectives of tomographic inversion.
The introduction of an additional comparison heuristic can allows to avoid an useless effort
of long calculations. The heuristic revealed to be particularly efficient in the tomography

processing and was simply based on the following principles:

2See, for instance, the Tape9/runl3.
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1. Alignment: in the comparison of two arrival sequences they are substituted by re-
lative arrival sequences (which will be called simply as arrivals). These arrivals are
aligned, along the time axis, through the temporal intervals that separate the quadru-

plet groups.

2. Pairing match: the previous alignment induces the formation of arrival pairs 7y, & 7.
If there is a “minimal” number of those pairs one can use the relative position of
each modeled —non-paired— arrival, relative to the closest 7, of a matched pair, to
predict the position of the corresponding real arrival. If the real arrival effectively
close is “sufficiently close” to the predicted value the heuristic forms a new pair. In the
opposite case the heuristic tests the following non-paired modeled arrival and repeats

the comparison.

The more “similar” the modeled and real arrivals are, the more pairs the heuristic is able to
match. In this way, the comparison heuristic allows to eliminate in most cases a significant

amount of real arrivals that do not match the quadruplet structure.
6.2 Waveguide depth estimation

In order to test the robustness of the extraction and comparison heuristics of real arrivals both
heuristics were applied to the problem of estimating the depth of the acoustic waveguide, D,
along time. This estimation could take advantage of the simulations of the arrival sensitivity,
to the geometric variations of the propagation channel (discussed in section 4.2.1). This
estimation makes useless the usage of a tide prediction model and takes direct advantage of

the acoustic data to perform that estimation.

In order to develop the estimation, the acoustic arrivals 7o (D, z;) (j = 1,2,3) were mo-
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deled for a waveguide depth D € [ Dyin , Dias |, with Dy = 130 m and D, = 140 m,
and with a discretization interval AD = 0.1 m. For each set of modeled arrivals, 7 (D, z;),

the respective set of relative arrivals was calculated:
Tor (D, 2;) =70 (D, z;) —To1 , (6.1)
where T¢; = Tp1uy, and u; represents an “identity” vector:
w=[11..1]. (6.2)

The comparison heuristic was applied to each arrival set 7, (¢, 2;) and 7o, (D, z;), in order
to form sets of matched pairs, 72 (¢, z;), and 70, (D, z;). For each set it was applied the

following depth estimator:

A

T(ta szj> = HT%“) (t7 Zj) - TgT(D7Zj>|| : (6?))

In this way, the estimated depth value corresponds to

J

D¥(t) = arg {ml%n T(t, D, zj)} : (6.4)

The estimator Eq.(6.3) depends on the hydrophone depth z;. An estimator that takes into
account all the hydrophones (and which would provide a more consistent value of D#(t)) can
be defined following the same principles that leaded to the expression (6.3), but substituting

the vectors 7, (¢, z;) and To.(2;, D) (j = 1, 2, 3), by the concatenated vectors of arrivals:

TT(tv 21) TOT'<D7 Zl)
T.(t)=| T(t,z2) | , and T0.(D)=| Tor(D,z) | . (6.5)
7. (t, 23) Tor (D, 23)

The estimation results are illustrated in Fig.6.1 and exhibit a clear semidiurnal varia-
tion of the waveguide depth, induced by the surface tide. The sudden variations of D(t)

correspond, probably, to environmental and geometric variations of unknown origin. It is
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Figure 6.1: Waveguide depth estimation, D, using the arrivals of hydrophone 1 (case (a)),

hydrophone 2 (case (b)), hydrophone 3 (case (c)), and concatenated arrivals (case (d)).

remarkable that the variations of the estimated waveguide depth reproduce the surface tide
predictions illustrated in Fig.4.6. The superposition of the different curves indicates dis-
crepancies of about 10 c¢m, which constitutes an important indication of the uncertainty
in the estimation of D. As will be shown in the following section despite the apparently
reduced value of uncertainty in D# it can be able to introduce a significant uncertainty in

the estimation of the inverse solution, 7.

6.3 Accuracy of tomographic inversion

The results of the previous section indicate the robustness of the heuristics of arrival selection
and comparison. Moreover, the set of results provided a temporal estimation of the waveguide
depth, D#. This estimation can be used to optimize the tomography processing of the
acoustic data of Event I. Nevertheless, there are limitations to the tomography scheme which

were not identified yet. The most important of those limitations consists in determining
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the accuracy of tomographic inversion, i.e., in determining the “proximity” between the
estimated (inverse) and true solutions, x# and x, respectively. That proximity can be

calculated using the estimator:

£ o

, (6.6)

which allows to measure the degree of “matching” between the estimated and true solutions.

The estimator X can be calculated proceeding through the following stages:

1. Pick up a particular sound speed profile, ¢(z,t), from the CTD-IH data.

2. Look up for the corresponding estimated depth, D¥(t), and introduce a vertical inver-

sion grid {z}.
3. Calculate the true solution, x.
4. Look up for the corresponding modeled arrivals, 7o(D¥(t),2;) (j = 1, 2, 3).
5. Look up for the corresponding real arrivals, 7.(t, z;) (j = 1, 2, 3).
6. Compare and match pairs of arrivals:

(7o(D#(t), %), 7ot 23) ) = (TH(D*(1), %) , T2t 2) ) with j=1,2,3.
7. Calculate the inverse solution, x7.

Unfortunately, one can not go directly from stage 6 to stage 7 because the matched real
arrivals T2(t, z;) are relative (not absolute) arrivals. A preliminary attempt to solve this
problem can consist in aligning the real arrivals by the modeled arrivals (which in fact

reproduces the alignment of the temporal fronts for c¢o(z) and ¢(z,t)):

’Tp<t, Zj) = Tf(t, Zj) — Tfl (t, Zj) + Tgl (D#(t), Zj) y (67)
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where 7, (¢, 2;) = 75 (¢, 2;)w, and 78, (¢,2;) = 78 (D#(t), 2z;)wy, with j = 1, 2, 3. It is
worthwhile to remark that in some cases the alignment could be performed using the last
arrival, instead of the first one. The alignment introduced by Eq.(6.7) allows to generate
“absolute” real arrivals and to calculate the respective concatenated vector of delays, y.
However, it is not difficult to find that the respective inverse solution, x¥, is far away
from the true solution, x. To find an inverse solution, closer to the true one, one has to

“contaminate” several times the vector of delays with temporal perturbations:

y =y +0y, (6.8)

where 8y = dyu,, and generate a “family” of solutions, x#(y’). Within that family one can

select the solution that minimizes the proximity estimator, Eq.(6.6).

A preliminary test of this method consisted in selecting the CTD profile corresponding
to the Tape4/run8 (the estimated depth value corresponded to 134.4 m). The matched pairs
of aligned arrivals can be seen in Fig.6.2(a). The values of the temporal perturbation, dy,

were generated within the interval
dye[—-2, 2] ms . (6.9)

Each hydrophone delay was compensated with the corresponding mean value in order to

obtain a delay vector, y’, with a mean value of 0 ms:

y; =y, —(y;)wu, (6.10)
where
I
(v;) = szj : (6.11)
ij=1

Moreover, in order to minimize the presence of noise n in the delays y;, only the delays

contained within the interval [ —0.2 , 0.2 ] ms were included in the inversion scheme. This
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selection criterion was based in the simulation results, discussed in section 5.4.5. Fig.6.2(b)
illustrates some of the solutions generated within the interval defined by Eq.(6.9). As shown
by the figure the contamination of delays with temporal perturbations generates a family of
solutions, which oscillate around apparently stable nodes. The existence of those nodes is
an interesting feature of the family of inverse solutions, but its analysis exceeds the main
objectives of this dissertation. Therefore, the existence of those nodes will not be discussed
any further. Since the calculation of the inverse solution was developed through the regula-
rization using HNMs (as discussed in section 5.4.3) each inverse solution x* corresponds to
a vector of amplitudes a® (see Fig.6.2(c)). The best inverse solution (i.e., the solution that
minimizes Eq.(6.6) is illustrated in Fig.6.2(d).

The matching of the profiles shown in Fig.6.2(d) is not satisfactory. One can try additio-
nally to minimize the estimator X by generating the family of solutions using depths slightly
different from the one estimated. In this way, after several attempts, the best match was
achieved with D# = 134.1 m (see Fig.6.3(b)); Fig.6.3(a) indicates the corresponding paired

and aligned arrivals.

The result illustrated in the figure shows that an uncertainty of the order of a few cen-
timeters in the estimation of D can give rise to a significant uncertainty in the estimation of
dc. Therefore, the estimation of the waveguide depth constitutes a fundamental factor in the
tomography processing of acoustic data. In this sense the proximity estimator will depend

on both temporal perturbations and variations of the estimated depth value:

X=Xy, D), (6.12)

where D € | D* — 6D, D¥* +6D |.
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There are cases where the matching of profiles can not be accomplished, due either
to transitory fails in the reception system, or on temporary contributions of higher-order
baroclinic modes to dc, which will not be properly modeled by the regularization scheme

described in section 5.4.3 (see Fig.6.4).

The matching of profiles was developed for the profiles of sound velocity, where one could
find simultaneous records in both CTD-IH and acoustic data of Event I. After the matching
by both temporal perturbations and variations of the estimated depth, one can verify that
the matched field of sound speed reproduces in detail the profiles directly measured (see

Fig.6.5, cases (a) and (b)). Moreover, the HNM amplitudes, for each matched profile, can be
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used to invert the temperature and salinity fields (see Fig.6.5, cases (c) and (d)) with a degree
of accuracy that resembles in detail the direct observations. The entire set of tomography
results confirms the high degree of resolution, that can be achieved through the application

of acoustic tomography to the monitoring of internal tides.

6.4 Tomography processing for the entire data of Event
I

The robustness of the tomographic inversion scheme, when applied to the processing of the
entire acoustic data of Event I | is the last issue which remains opened. Since the absolute

arrival times are unknown that inversion can be developed only at an approximated level.
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Figure 6.5: Tomography resolution of acoustic data of Event I: (a) test profiles (CTD-IH
data), (b) matched profiles; inverted fields of temperature (c) and salinity (d).

In this sense one can take advantage of the amplitudes of the HNMs calculated already for
the matched profiles. The tomographic inversion can be developed in a similar manner to

the scheme described in the previous section, but introducing the estimator

A — |7 ref
J4j — ”CYj - (lj

. i=1,23, (6.13)

t
where the reference vector ou..r(t) = [o/{ef (), a5l (t), a5 () } can be calculated by

linear interpolation between the matched closest amplitudes:

ag(tg) — al(tl)
to — 11

aref(t) = al(tl) + (t — tl) <t <ty (614)

As indicated by Eq.(6.13) the estimation of the components of a#(t) is developed inde-

pendently. In fact, a preliminary attempt to estimate directly a(¢) minimizing the norm
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Ha# — Qs ’ completely failed.

The tomography scheme described in the previous section, in addition with the estima-
tor .,le, was applied to all the 231 runs of acoustic data of Event I, and developing the
tomographic inversion without interruptions. The corresponding results can be seen in fi-
gures Fig.6.6 and Fig.6.7. Those results, although approximated, reproduce a variation of
the sound speed profile typically semidiurnal, with amplitudes which are consistent with
the amplitudes found in the observations. Therefore, those results show the robustness of

monitoring through the travel-time based acoustic tomography.
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Chapter 7

Conclusions

The material of this thesis was dedicated initially to the detailed description of the physical
model describing the propagation of internal tides, in the hydrostatic and non-hydrostatic
cases, and also in the linear and non-linear cases. The theoretical background of that model
allowed also to develop a simple description of the most important theoretical aspects related
to the propagation of acoustic waves. In that sense the development of a logical structure,
regarding acoustic waves, received a significant degree of attention in order to relate their
propagation to the different acoustic propagation models, and also with some fundamental
aspects of signal processing. That logical structure was progressively taken into account
along the Chapters, during the discussion of the oceanographic and acoustic data of the
INTIMATE’96 experiment, and also during the discussion of the simulations of the propa-
gation problem, of tomographic inversion, and finally, during the discussion of tomographic
inversion of the acoustic data of Event I of the INTIMATE’96 experiment. The discussion,
presented along the different Chapters, allows one to remark a set of achievements which are

described summarily in the following paragraphs.

First, the detailed analysis of the theoretical model of propagation of internal tides allows

to introduce the concept of Hydrostatic Normal Modes (HNMs), which can be calculated

109
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from the mean temperature profile, Ty(z). The theoretical discussion of the properties of
HNMs suggests their choice as a robust alternative basis, to parametrize the sound velocity,
temperature, salinity, and current fields. Furthermore, the comparison of HNMs with em-
pirical modes (EOFs) of temperature data, shows the equivalence between the three first
HNMs and the three first EOFs. This result is very significant in the sense that it confirms
the usage of HNMs to take advantage of the mentioned parameterization. Additionally, one
should remark the fact that the HNMs can be calculated using historical data, containing
the mean temperature profile Ty(z), without any particular restrictions to the frequency of
sampling, or to the number of samples involved in the calculation of Ty(2). In contrast, the
calculation of EOFs demands temporal series properly spaced in time, implying the necessity
of acquiring a significant amount of observations.

From the point of view of the forward problem, the simulations of acoustic propagation
allow to clearly distinguish the effects of surface and internal tides on the acoustic arrivals.
The ray-tracing simulations showed that the surface tide introduces significant variations in
the structure of stable arrivals, which are clustered in groups of quadruplets, but without
introducing significant perturbations in the initial groups of arrivals. In contrast, the inter-
nal tide introduces temporal perturbations to the entire set of arrivals. In this way, only
an accurate measurement of the absolute arrival times can allow to identify in the received
signal the perturbations induced by the propagation of the internal tide. The simulations of
the inverse problem, developed in Chapter 5, clearly indicate the severe limitations of using a
system of acoustic reception constituted by three hydrophones. In this sense the application
of Matched-Field Tomography (MFT) to a configuration of acoustic reception, similar to the

one of the INTIMATE’96 sea trial, will be insufficient when using narrowband tomography
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processing to develop an accurate estimation of the sound speed perturbations. The limita-
tions of the narrowband processing can be compensated developing a broadband processing,
but at the cost of significantly increasing the calculation time of tomographic inversion. An
additional limitation of the broadband processing, detected during the simulations, corres-
ponds to the large sensitivity of the broadband estimator to the contamination of signal with
noise. The corresponding simulations, based on Travel-Time Tomography, showed calcula-
tion times significantly smaller, with the additional advantage of being possible to extend the
Travel-Time Tomography method to an array processing scheme. Part of the tomography
scheme, based on Travel-Time Tomography, took also advantage of HNMs to regularize the
inverse problem. One of the most significant results of ray-tracing simulations consisted in
the analysis of the issues related to the redundancy of arrival times. This redundancy was
detected initially in real acoustic data within the context of the source localization problem.
The adaptation of the methods discussed in Chapter 5, based on Travel-Time Tomography;,
to the acoustic data of Event I showed the significant level of accuracy that can be achieved
in the inversion. In that Chapter it was shown additionally that the sound speed field inver-
sion can be used also to invert the temperature and salinity fields when their mean profiles
are known. This Chapter showed also the robustness of the application of the acoustic
arrival selection, comparison and pairing heuristics, within the context of the application
of Travel-Time Tomography to the monitoring of internal tides, and well suited to process
efficiently the set of acoustic data of Event I. As a final conclusion it should be recommended
to solve efficiently the technical problem of arrival synchronization (since this issue plays an
important role within the tomography scheme based of Travel-Time Tomography), and also

to use in the tomography experiments an array with four or more hydrophones. Additional
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information, like an accurate estimation of hydrophone depths, and/or data related to the

array tilt, would certainly contribute to improve the accuracy of tomographic inversion.
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Appendix 1

Numerical solution of the
Sturm-Liouville Problem

The particular cases of the Sturm-Liouville Problem discussed in sections 2.3.1 and 2.3.2 can

be solved by substituting the respective differential equation, with a linear system of algebraic

equations, leading to a classical (and simpler) problem of finding a set of eigenvectors and

eigenvalues [90]. That substitution is described in this appendix.

First, by introducing the following notation:
N2
> f(.’L’) = N2 2 >

R

r=z, y=Y¥,,, C’;f
P
(

a=0, b=0D, k2),

one can rewrite any of the equations Eq.(2.14) or Eq.(2.24) in the form:

d*y
@ + )\f(lB)y =0.

Furthermore, the boundary conditions can be written, in a general form, as

d d
ary(a) + b d_z =0, and agy(b)+ f ﬁ =0.

r=a x=b

By discretizing the values of the independent variable:

b—a

rj=jh+a, h:N—i—l’

with  j=0,1,2,....,N+1,
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(AL1)

(A12)

(A.13)

(A.L4)
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approximating the second order derivative, within the grid {z;}, using finite differences:

d?y Y — 2y T Y

3 . ~ = , (A.L5)
discretizing the values of the linear term:
M @) Yloey, = M (@5)y; = Miys (A.L6)
and approximating the boundary conditions, Eq.(A.L.3), as
a1yo + Oh % ; Yo _ 0, and ayny1+ ﬂgw =0, (A.L7)
it is possible to obtain the following system of linear equations:
i1 (;) ty (—é) by < ;2) — N, (A18)

For the particular cases 7 = 1 e j = N + 1, and taking into account the pair of equations

Eq.(A.L7) one can obtain that

v (%) (ﬁ - 2) + s (%) =~y A f1 (A.L9)

and

s (B () (2 -2) v

As one can see from the last pair of equations the particular choice of boundary conditions
arth — 1 =0, or ash + (B = 0, will apriori make it impossible to find a numerical solution
of Eq.(A.I.2). By introducing the vector y = [y1 y2 ¥3 ... yn ]t one can write the system

of linear equations (A.I.8) in the following compact form:
Ay = \By , (AI.11)

where the only non-zero elements of matrices A and B are

a _ 1 _—51_2 a _ 1
=2 \ah— B » @12 = 55
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1 2 1
15 = 735 G5 = ~33 5 UG+l = 75 (A.L12)
N-LN = 350 AN = 5 G, ;
and

The solution of Eq.(A.I.11) corresponds to a general case of finding the eigenvectors vy,
and eigenvalues, A, of the matrices A and B. This problem can be efficiently solved using

MATLAB built-in functions.
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INTERNAL TIDE ACOUSTIC TOMOGRAPHY: RELIABIL-
ITY OF THE NORMAL MODES EXPANSION AS A POSSI-
BLE BASIS FOR SOLVING THE INVERSE PROBLEM

O.C. Rodriguez', S. Jesus!, Y. Stephan?, X. Démoulin?, M. Porter® and E. Coelho*

'UCEH-Universidade do Algarve (UALG), Campus de Gambelas, 8000, Faro, Portugal
*EPSHOM/CMO (SHOM), BP426, F-29275, Brest, France

3New Jersey Institute of Technology (NJIT), Newark, NJ 07102, USA

4Instituto Hidrografico (IH), 1296, Lisbon, Portugal

Abstract: Using hydrodynamic and thermodynamic equations appropriate for mod-
elling internal tides, one can predict the current and temperature distributions associated
with the ocean’s dynamic modes. Comparing such predictions with observations from the
INTIMATE 96 experiment, we find a high degree of correlation between the first 3 theoreti-
cally calculated dynamic modes and corresponding empirical orthogonal functions (EOF’s)
derived from an ensemble of temperature and current profiles. The implications are two-
fold. First, this implies that the dominant variability in the INTIMATE’ 96 experiment is
indeed associated with internal tides. Secondly, it suggests that in future tidal experiments
a theoretically generated basis may be used as effectively as an EOF basis (which requires
more extensive oceanographic measurements). We have also used the set of dynamic modes
to stmulate the effect of the tides on acoustic propagation to understand the relative im-
portance of the usual surface tide (barotropic) and the internal (baroclinic) tides.

1 INTRODUCTION

Possible applications of OAT for inversion of the internal tide field have not been
considered till the present time, despite the large amount of references related to the
influence of internal tides on acoustic signals and simulations of underwater propagation
through an internal wave field (see [1] for a particular analysis and a list of publications).
Most of the studies consider as starting assumptions that: 1)the statistical distribution of
the internal modes follows the GarrettMunk spectrum, and 2)the perturbations on sound
velocity (and hence on temperature) can be represented as an orthogonal decomposition on
the basis of dynamic normal modes (hereafter simply normal modes) of the internal wave.
Both approximations simplify significantly the solution of the inverse problem and seem
to offer a good description of acoustical propagation in deep water scenarios. However, the
validity of those assumptions becomes dubious when applied to sound propagation in the
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continental shelf. A key complication is the affect of the tides which leads to an internal
wave spectrum with strong peaks at the tidal frequencies. In addition, the internal waves
are often of large amplitude leading to nonlinear effects and associated solitons or bores.
To understand these issues more completely an experiment called INTIMATE’96

(INternal Tide Investigation by Means of Acoustic Tomography Experiment) was con-
ducted off the coast of Portugal. Oceanographic measurements conducted during the
experiment have enabled us to perform a detailed analysis of hydrodynamic and ther-
modynamical equations governing the internal tides. As will be shown in the following
sections the resulting current and temperature modes provide a detailed description of
the internal tide and offer a reliable set of normal modes for oceanographic inversion.

2 THEORETICAL BACKGROUND

Internal tides are a particular case of internal waves of tidal frequency and generated
by the interaction of the surface (barotropic) tide with bottom topography. The coupling
mechanism remains poorly understood; however, the internal tides are generally most
strongly excited at a sharp bathymetric feature such as as a sea mount or at the continental
shelf-break. The main consequence of this interaction is the oscillation of the thermocline
with the tidal period. However, the internal tides also have a surface manifestation.
They cause very small displacements of the ocean level that can be measured by satellite
altimeters. In addition they circulate organic surfactants disturbing the surface reflectivity
at both optical and radio bands and revealing their banded structure.

The hydrodynamic equations for baroclinic currents [2], in the case of internal
planewave propagation, can be solved by an eigenfunction expansion using a basis of
functions, Uy, and their derivatives, ¢; = d¥j/dz, in the following way:

(u,v) = (uj,v;)¢; exp [z (k;x + Ky — wt)} (1)

J

w = ij\llj exp [z (k;,x + k‘iy — wt)} (2)
J
where w corresponds to the tidal frequency. The eigenfunctions W¥; can be obtained
by solving the standard differential equation for internal waves (see [2],p.223). Similar
expansions can be used for pressure and density perturbations. From a ’geometrical’
point of view the given set of expansions can be considered as projections of currents onto
two different bases of eigenfunctions: w is projected onto the orthogonal basis formed by
functions ¥; and (u,v) onto the corresponding basis of functions ¢;.
The wavenumber components are related to the direction of internal tide propagation
0 through the relationships:

k] =k cosO , kI = ki sinf ,

where k:fl is the eigenvalue of the jth normal mode (k‘fb < k:ffl) and its inverse is propor-
tional to the modal wavelength. Vertical stratification of the environment is represented
in the differential equation for ¥, through the buoyancy frequency N?(z), which is nor-
mally related to mean density. For inversion it is better to use the alternative relationship
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9 dTO 29T ds
N =4 d +a TC st 9 (3)
where ap = 2.41107* (°C) " and C,, = 3994 J(kg°C)~'. Usually the salinity depends
weakly on depth so we can neglect the salinity term and develop a buoyancy profile that
depends only on the temperature. Thus, the temperature profile provides a critical piece
of information. It allows us to calculate the buoyancy profile and thereby the dynamical
modes. The dynamical modes themselves are characterized in terms of their spatial and
temporal scales and provide a suitable basis for expressing the ocean structure in terms of
density, currents, and pressure. Nevertheless, from a tomographic point of view, the
system of Eqs.(1)-(2) does not provide a dynamical basis for expanding the sound speed
field. To address this, recall the thermodynamical equation [2]:

D

i (pc, T) =V (krVT) + Qr (4)
where ¢, denotes the specific heat at constant volume, k7 the thermal conductivity and
Q7 represents all sources and sinks of heat. An approximate solution for temperature

perturbations,

T
T — To(z) do

ZT\II exp{ (k]x+k:3y wt)} (5)
can be obtained in the case of kr, QT = 0 and assuming p and ¢, are constant. This
solution provides a physical relationship between the temperature field and the basis of
normal modes; the orthogonal expansion for temperature (and hence for sound velocity)

follows automatically from Eq.(5) when the temperature gradient depends weakly on
depth.

3 COMPARISON WITH EXPERIMENTAL DATA

During the INTIMATE’96 experiment [3] an intensive survey of thermistor, CTD,
XBT and ADCP data was conducted at the Vertical Array (VLA), and along two trans-
mission legs, one due north and one due west of the array (see Fig.1(a)). Received signals
were later correlated with an estimate of the transmitted waveform and then aligned
and averaged over 10 transmissions (about 1 minute) to increase the signaltonoise ratio.
The experiment was conducted near the shelf break were the internal tides tend to be
strongest.

Both sets of normal modes and their derivatives (Fig.1(b)) were obtained from the
mean profile of temperature at the VLA. The correlation between theoretical and empirical
functions is shown in Fig.2(a) and Fig.2(b) for currents and temperature respectively. The
correlation coefficients were estimated by expanding current and temperature EOF’s onto
corresponding bases of theoretical functions as follows:

dr,
EOF"™" =Y aimtm , BEOF ~ =2

Zblm

where (u,v) is the horizontal current and 7" is the temperature. Since the basis is orthog-
onal, the coefficients in the above expansions are easily calculated by inner products. The
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results presented in Fig.2 reveal a strong correlation between empirical and corresponding
theoretical eigenfunctions up to mode 3. This result is very significant since it indicates
that every theoretical function from the given set is equivalent to the correspondent EOF.
Furthermore, the quantity and resolution of empirical functions depends on the number
and resolution of measured profiles, while all the theoretical functions can be obtained
from a coarse estimate of the mean temperature distribution and still provide a detailed
description of the internal tide.

In a simple model, the internal tides propagate like plane waves. Thus, we can
also use the dynamical modes to estimate the direction of propagation of the internal
tide by looking at how the modal amplitudes at two different locations are shifted with
respect to each other. (A similar approach was applied in Ref.[4] using isotherms in the
INTIMATE’96 experiment.) Calculated amplitudes of modal oscillations for v and v are
shown in Fig.3(a). The time shift for every pair of modal oscillations was estimated by
looking at maximizing the peak in crosscorrelations between coefficients at two different
stations. The lags associated witht the first three modes were 2, 3, and 3 hours respectively
giving a mean lag of 2.7 hours. Figure 3(b) allows us to convert this time lag to an angle
of propagation yielding 6 ~ 15°. This is in close agreement with a theoretical prediction
based on the orientation of the shelf break. These results are further supported in studies
of the temperature coefficients at different stations.

4 ACOUSTIC SIMULATIONS AND REAL TRANSMISSIONS

The acoustic data taken in INTIMATE’96 shows a clear tidal cycle; however, since both
the surface tide and the internal tides have the same temporal frequency it is not readily
obvious which component is driving the acoustic perturbations. To study this further, we
use the dynamical modes together with surface tide predictions, to calculate temperature
and sound velocity distributions. We then simulate the impact of both barotropic and
baroclinic tides on acoustic transmissions.

These simulations were performed with the KRAKEN model [5] for the lower hy-
drophone of the VLA located at 115 m depth, and suggest that the surface tide introduces
periodic oscillations of the later groups of arrivals (Fig.4(a)) but not the early arrivals
(Fig.4(c)). This situation changes when the internal tide is included in theoretical fields
of temperature and sound speed as shown in Fig.4(d). Received transmissions from the
INTIMATE’96 experiment show such oscillations of late arrivals (Fig.4(b)) and confirm
the simulated effects of the surface tide on received signals [3]. Since the received trans-
missions are aligned by their leading edge, the analysis of initial arrivals did not support
(or contradict) the prediction related to the internal tide. Nevertheless the given set of
simulations provided a clear distinction of barotropic and internal tide perturbations on
received signals.

5 CONCLUSIONS

On the basis of this analysis the following conclusions can be drawn: 1)the buoyancy
profile (which characterizes the waveguide stratification) can be properly obtained from
mean temperature distribution; 2)theoretical normal modes can be accurately calculated
from above mentioned buoyancy profile; 3)both sets of normal modes and normal mode
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derivatives offer a detailed description of the internal tide, in particular through expan-
sions of temperature and currents on corresponding basis of normal modes and normal
mode derivatives, respectively; 4)the set of theoretical normal modes (and normal mode
derivatives) is highly correlated with EOF’s of temperature and current data, up to mode
3; 5)this set of normal modes can be used to generate physically consistent fields of tem-
perature and sound velocity; 6)acoustic simulations based on such fields allow one to
clearly distinguish the effects of both barotropic and internal tides on underwater acous-
tic transmissions by revealing oscillations of late and early arrivals; such oscillations can
be seen for the case of the surface tide in real data from the INTIMATE96 experiment.
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The problem of nonlinear interaction of solitary wave packets with acoustic signals has been inten-
sively studied in recent years. A key goal is to explain the observed transmission loss of shallow-
water propagating signals, which has been found to be strongly time-dependent, anisotropic, and
sometimes exhibited unexpected attenuation vs. frequency. Much of the existing literature con-
siders the problem of signal attenuation in a static environment, without considering additional
effects arising from groups of solitons evolving both in range and time. Hydrographic and acoustic
data from the INTIMATE’96 experiment clearly exhibit the effects of soliton packets. However,
in contrast with reported observations of signal attenuation, the observed transmission loss shows
a pronounced signal enhancement that behaves like a focusing effect. This focusing is correlated
with peaks in current, temperature, and surface tide. That correlation suggests that the nonlin-
ear interaction of solitary wave packets with acoustic signals can lead to a focusing of the signal.
To clarify this issue, hydrographic data was used to generate physically consistent distributions of
“soliton-like” fields of temperature and sound velocity. These distributions were then used as input
for a range-dependent normal-mode model. The results strongly support the hypothesis that the
soliton field causes the observed signal enhancement.

1. Introduction

Naturally generated solitons can often be observed in coastal zones as a result of nonlinear
interaction of the surface tide with the continental shelf. Acoustic propagation through such
Solitary Wave Packets (SWPs) has been intensively studied in recent years (see for instance
Refs. 1 and 2). These SWPs have often been identified as the main cause of abnormal signal
attenuations. Most of the studies analysed the problem of acoustic propagation through
SWPs from a “static” point of view, since they did not consider the effects of SWPs that
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evolve in both range and time. A detailed analysis of current, thermistor, and acoustic data
from the INTIMATE’96 experiment® reveals SWPs propagating across the experimental
site. An interesting feature of the acoustic data, is an increase of signal amplitude which
is clearly correlated with peaks in current, temperature, and surface tide. This increase
of amplitude can be seen as a sort of focusing effect. To determine if this effect could be
the result of acoustic propagation through a “dynamic” SWP, the hydrographic data from
the experiment was used to develop physically consistent distributions of range-dependent
“soliton-like” fields of temperature and sound speed. These were then given as input to an
acoustic propagation model. The simulation results strongly support the assumption that a
SWP was responsible for the observed signal focusing.

This paper is organized as follows: Sec. 2 presents a brief theoretical background of
soliton propagation; this background simplifies the analysis of hydrographical data from the
INTIMATE’96 experiment, which is described in Sec. 3. The acoustic data, correlated with
hydrographic data from the previous section, is discussed in Sec. 4 and it is followed by
corresponding acoustic simulations. The main conclusions of the paper are presented in Sec.
5.

2. Theoretical Background

The starting point for the analysis of soliton propagation in a rotationless environment with
complex stratification is the so-called Korteweg-de Vries equation (hereafter simply KdV)
for modal vertical displacement 7 :

where 3 c. )
D m _ 12
U = 55 B = 5dD*C (22)
(05,) 1 (v?2)
s =D-> , d=—-—2=x , 2.3
(@2 D7 (g2, (2:3)
a?v,, N? dv, )
i ez U =0, 6m =", Un(0) = ¥(D) =0, (dmn) = (N?W,,0,) =0, (2.4)

N is the buoyancy frequency, D is the water depth, x corresponds to the axis of propagation,
() is an “inner product” defined as

<...):/...dz, (2.5)

and U, and ¢, are the Hydrostatic Normal Modes (hereafter HNMs) of the corresponding
linear rotationless form of the hydrodynamic equations. In contrast with the corresponding
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equation for a homogeneous fluid®, which admits a single soliton generation, it follows from
Eq.2.1 that by combining both nonlinear and stratification effects it is possible to obtain an
entire set of “modal” solitons with characteristics that depend on HNMs. Whether or not
this explains the observations of propagating SWPs depends on the properties of the HNMs.

2..1 The “Sech” solution

For displacements having large enough amplitudes and steepness, the KdV equation admits
the well-known soliton solution”

W) , (2.6)

A

where 1°, represents the peak amplitude of the modal soliton, which has a nonlinear charac-

teristic width
[1205,,
A, = s 0 (2.7)
Am M,

and propagates with a nonlinear phase speed given by

N = 1 sech? (

0
AmMy,

Cm:Cm
+ 3

(2.8)
As seen from the above equations 4A,, is inversely proportional to the amplitude of the modal

soliton, whereas C,, is linearly proportional to 1% ; the implication is that the larger 2, the
faster the soliton propagates and the narrower or steeper the soliton is.

2..2 The “Dnoidal” Solution

Another solution to the KdV equation is”

Tim :7721

xz —Cpt
2dn,, s <Tm> —(1— 52)} , (2.9)

where the index S is a function of the normalized variable 7 = z/C,,t and dns(p) is the
“dnoidal” Jacobi elliptic function. The shapes of the “dnoidal” solution agree well with
the backscattered profiles measured from SAR images®® . As S — 1 the above expression
becomes the “sech” profile. From a dynamical point of view there are significant differences
between this and the previous type of solutions: Eq.2.6 describes a SWP with a single modal
soliton, which propagates in time and space without deforming its shape (see Fig. 1(a)). In
contrast, Eq.2.9 describes a perturbation with an evolving profile (see Fig. 1(b)), resembling
the evolution of soliton packets. The number of solitons within a packet depends on the
values of 7 and S. The importance of this point will be discussed in Sec. 4 when performing
the acoustic simulations.
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Fig. 1: Spatial and temporal evolution of soliton modal displacement 7, for a “sech” profile (a),
and for a “dnoidal” profile (b). Soliton parameters are ) = 5 m, A; = 196 m and C; = 54.2 cm/s
(values taken from Ref.7).

2..3 Temperature perturbations

It follows from hydrodynamic coupled equations for horizontal currents and displacement*
that the horizontal components of fluid velocity depend linearly on vertical soliton dis-
placement. Nevertheless, from a tomographic point of view, the system of hydrodynamic
equations does not provide a physical basis for expanding the temperature field, and thus
the sound-speed field. To address the tomographic issue, let us recall the thermodynamic
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equation®

D% (pC,T) =V (krVT) + Qr | (2.10)

where C', denotes the specific heat at constant volume, kr is the thermal conductivity, and
Q@ represents all sources and sinks of heat. Linearizing and solving this differential equation
(see the appendix) one obtains:

dT,
T~ Tp(2) + d—“ S T W (2.11)
Z m

which shows that the vertical structure of temperature is related to the HNM W, (in contrast
with horizontal currents, which depend only on ¢,,). The horizontal dependence remains
linearly related to the vertical displacement and this approximation becomes linear when
dTy/dz ~constant.

The theoretical description of soliton propagation will be used in the following section

to understand the current and temperature features found in hydrographic records from the
INTIMATE’96 experiment.

3. Experimental Data

The INTIMATE’96 experiment®!? performed during June 1996, North of Lisbon (see Fig.
2) involved the collaboration of the following institutions: the Universidade do Algarve
(UALG), Faro, the Instituto Hidrogréfico (IH), Lisbon (both from Portugal), and the Centre
Militaire Oceanographique (SHOM), Brest, France. The project team received also support
from the Saclant Undersea Research Centre (SACLANTCEN), La Spezia, Italy, which lent
the Vertical Linear Array (hereafter VLA). The experiment was conceived with the main
goal of applying ocean acoustic tomography to the detection and inversion of the internal
tide. The French oceanographic vessel BO'DENTRECASTEAUX towed an acoustic source
at 90 m depth, which emitted linear frequency-modulated chirps sweeping from 300-800 Hz
with a 2-second duration. The transmissions were repeated every 8 seconds, then received on
the 4-hydrophone VLA and telemetered back to the Portuguese vessel NRP ANDROMEDA.
The hydrophones were located at 35, 70, 105 and 115 m depth. Signal transmissions were
performed from north and west positions (see Fig. 2), along range-independent and range-
dependent acoustic tracks, respectively, with corresponding distances of approximately 5.6
and 6.4 kms. The bottom compressional speed and attenuation were estimated from coring
measurements as 1750 m/s and 0.9 dB/wavelength, respectively. During the experiment
an intensive survey of thermistor, CTD, XBT and ADCP data was performed near the
position of the VLA and at the source location. This allowed for the calculation of Empirical
Orthogonal Functions (hereafter EOFs, see Fig. 3) and HNMs (see Fig. 4), and a high degree
of correlation was found between both sets of functions.!?
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In particular, the mean sound-speed profile exhibits a typical summer shallow-water pro-
file which decreases with depth (see Fig. 5), the corresponding values of the discretized
profile are shown in Table 1. The smooth downward refracting gradient of the profile con-
trasts significantly with usual schematic two-layer representations.
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Table 1. Discretized values of the mean sound-speed profile.

Depth (m) Sound Velocity (m/s) Depth (m) Sound Velocity (m/s)

3 1520.6 65 1509.4
5 1520.2 70 1508.9
10 1518.9 75 1508.6
15 1517.4 80 1508.4
20 1516.1 85 1508.2
25 1515.3 90 1508.1
30 1514.1 95 1508.0
35 1512.9 100 1507.9
40 1512.1 105 1507.8
45 15114 110 1507.7
50 1510.9 115 1507.6
95 1510.4 120 1507.6
60 1509.8 125 1507.7

A preliminary step in the analysis of current and temperature data consisted in calcu-
lating the dependence of A,, on n? for some of the HNMs (see Eq.2.7). Those calculations
revealed that not every pair (V,,, ¢,,) is “allowed” to generate modal solitons. For m > 1, the
characteristic soliton width A,, becomes complex, and this implies that the characteristics
of the SWPs depend only on ¥; and ¢;.

To detect the propagation of SWPs across the experimental site (and on the basis of
the previous result) one can take advantage of the correlation between EOFs and HNMs,
and calculate the empirical “modal” amplitudes of hydrographic data for the first EOF.
Those amplitudes were separated with a Butterworth filter into low-pass and high-pass
components with the cutoff frequency chosen in order to obtain a “tidal” band (with periods
longer than 4h) and a “buoyancy” band (with shorter periods). Due to the low sampling
frequency (~ 1/10 minutes) the estimation of vertical displacement from thermistor data
did not resolve the structure of SWPs. Nevertheless, it was expected to “capture” some of
the solitons within a packet —if present— in the high-pass component. This data processing
did not provide any physical information about the direction and phase velocity of SWPs
since the measurements were taken at a single location. The results of filtering are shown in
Fig. 6. In all cases —and particularly in the bottom plots of temperature records— there
are significant “peaks” (the position of the first three peaks is denoted with arrows), which
are not distributed randomly, but appear to be repeated at each tidal cycle. Those peaks are
located slightly behind the maxima of the corresponding tidal component, which is shown by
the vertical dashed lines starting at each peak’s position and crossing the low-pass component
of modal amplitude. The position of the second peak is “missing” in the high-pass modal
amplitude of u, which might be due to the low temporal resolution of hydrographic data.
However, its expected position is shown to enhance the general “alignment” between the
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soliton peaks and the corresponding maxima of tidal components. Peaks in the current data
reach amplitudes up to 40 cm/s, which is close to the corresponding maximal value reported
by Apel et al..

4. Acoustic Simulations and Comparison with Real Data

Based on the analysis of temperature records the first step consisted of searching for acoustic
perturbations of the received signal, temporally correlated with any of the peaks of the high-
pass component of temperature. To accomplish this task, part of the acoustic transmissions
from the north source position to the VLA was processed, during a time interval of At =3 h
around the third temperature peak (near 166.75 d, see Fig. 6, on bottom). The processing
consisted in calculating the following quantity:

— 201ogyq [P(f)] (4.1)

where p(f) corresponds to the monochromatic component at frequency f, of the Fourier
transform of the received signal p(¢). The quantity defined by Eq.4.1 will be called as
“relative transmission loss” (hereafter RTL). The processed acoustic data revealed a sharp
pattern of acoustic perturbations (near 166.765 d, see Fig. 7, on top). The pattern is
complex but it reveals an increase in signal amplitude across a wide band of frequencies.
As observed earlier, this can be seen as a sort of focusing effect. At a single frequency the
perturbation pattern appears to be poorly resolved, due to the superposition of noise on each
frequency component. Therefore, some averaging was applied to different RTL curves over a
temporal window of 200 seconds. The curves were further smoothed in time with a low-pass
filter. The RTL curve at 430 Hz (see Fig. 7, on bottom), shows the focusing effect more
clearly. The overall amplitude excursion of the RTL corresponds approximately to 9 dB.
Besides the propagation of soliton packets across the experimental site it seems unlikely to
find other physical mechanisms that can account for the RTL perturbation described above.
In particular, for the INTIMATE’96 environment, the propagation of the surface tide does
not affect the depth of the thermocline. Therefore, the tide can not lead to significant
interactions of the acoustic signal with the bottom.

Unfortunately, the temporal correlation between the temperature peak commented on
previously and the acoustic data is not evident. This might be due to the significant dif-
ference between the sampling rates of temperature records, one sample every 10 minutes,
and acoustic transmissions, with one emission every 8 seconds. To clarify this issue one can
exploit the theoretical knowledge on soliton propagation and generate “soliton-like” fields
of temperature and sound velocity, which can be used as input for an acoustic propagation
model. The primary goal of the simulations is to obtain a qualitative agreement between
the modeled and the measured dependences of RTL along time.

An important theoretical question of soliton propagation is the choice of initial conditions
that define the starting shape 7,,(z,0) and starting amplitude 72, of the SWP. A complete
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Fig. 7: Relative transmission loss over frequency (a) and averaged and smoothed relative trans-
mission loss at 430 Hz (b).

discussion of this problem should handle the analysis of the forcing mechanisms of soliton
generation, which is an issue beyond the scope of this paper. For this reason, and also be-
cause SWPs in our environment depend only on ¥ and ¢y, 1Y was estimated from direct
measurements, through the analysis of isotherms from thermistor data. To accomplish this
task the mean depth of each isotherm was calculated, and the corresponding isotherm oscil-
lations along time were corrected to the mean depth. This gave a distribution of corrected
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Fig. 8: Geometry of soliton propagation across the experimental site.

isotherms, from which the one that exhibited the narrowest peak of amplitude was selected.
That one was considered to be representative of the initial soliton amplitude. That gave
n? ~ 25 m. Furthermore, from Egs. (2.2),(2.3),(2.4) and (2.7) one can predict that C; =
44 em/s, ap = 0.012 s7! and ; = 300.4 m?/s, while from Eq.2.8 one predicts that C; = 54
cm/s. This value of soliton speed is close to the measured values discussed in Ref.5.

The “solitonized” fields of temperature are calculated from Eq.2.11. Furthermore, each
temperature profile is converted to sound-speed using the well-known Mackenzie’s formula.
Those transformations reflect the fact that the propagation of the SWP across the acoustic
waveguide leads to time-dependent —and range-dependent— perturbations of the sound-
speed profiles. Those perturbations of sound-speed affect dynamically the acoustic signal,
mainly due to the dependence of refraction and surface/bottom interactions, on time and
range. The expected geometry of soliton propagation is shown in Fig. 8, where 6 represents
the direction of propagation. Since the thermistor chains were located slightly to the east of
the VLA, and because the temperature perturbation occurs before the acoustic perturbation,
one can assume that the SWP “starts” propagating south-east from the VLA. According to
the previous figure the effective width of the soliton front is A, = A/sinf, where A is the
width of the front along the direction of propagation®. Moreover, the effective velocity of
soliton propagation is V, = C; sinf. In this way, one starts calculating the transmission loss
(hereafter TL) using the mean sound-speed profile, “displaces” the SWP a distance VAt

Do not confuse this width with the characteristic soliton width A,,,.
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Fig. 9: Simulation result for a “dnoidal” SWP with 4 solitons.

(with At = 2 minutes) towards the north position of the acoustic source, and calculates the
TL again. The displacement is repeated until the SWP covers a temporal window of 3 hours.

A preliminary set of simulations was performed with the acoustic model C-SNAP!, by
calculating the TL at f = 430 Hgz, for a “sech” profile, and for a set of four “dnoidal”
SWPs. Each “dnoidal” soliton packet contained an integer number of solitons, up to four.
Those packets were calculated by modifying, through trial and error, the parameters S and
7. The angle of propagation was considered as # = 15°, which corresponds to the estimated
direction of propagation of the internal tide!?. The shape of the “dnoidal” packets did not
change over time, which is an assumption based on observations?. The results showed a
complex dependence of TL on time, where one can observe high levels of attenuation, but
also levels of signal focussing. The result that resembles best the curve of RTL was obtained
for the case of a “dnoidal” SWP with four solitons (see Fig. 9). The modeled dependence
of TL on time exhibits the pattern of attenuation, focusing and attenuation again, as the
SWP approaches and passes over the VLA. Further simulations with other values of 6, using
both the “sech” and “dnoidal” soliton profiles, revealed an oscillating-like highly nonlinear
dependence of TL on #. These simulations gave further consistency to the soliton hypothesis,
since the acoustic model predicted certain degrees of signal focusing at particular positions
of the soliton packets. Nevertheless, none of the simulations reproduced a focusing effect in
qualitative agreement with the one observed.

2 For instance, the soliton packet described in Ref. 12, and observed at a few tens of miles from the
INTIMATE’96 experimental site, propagated shoreward keeping a stable shape during almost 12 h.
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5. Conclusions

On the basis of this analysis the following conclusions can be drawn: 1) nonlinear approxi-
mations to hydrodynamic equations for a rotationless environment admit the generation of
“modal” solitons with characteristics that depend on HNMs; 2) the “sech” and “dnoidal”
modal solutions of the KdV equation correspond to different dynamics of soliton propaga-
tion: the “sech” profile describes a single soliton, which propagates in time and space without
changing its shape, while “dnoidal” profiles evolve both in time and space and for certain
parameter choices can give a better description of SWPs; 3) current and temperature hydro-
dynamic fields depend linearly on vertical modal displacements, which can be obtained as
solutions of the KdV equation; such solutions can be used to generate physically consistent
fields of temperature and sound velocity; 4) separation of current and thermistor records of
the INTIMATE’96 experiment into low-pass and high-pass components shows evidence of
soliton groups propagating across the experimental site; 5) one of these groups is coincident
with a strong perturbation of the acoustic signal which, when analysed in detail, reveals an
increase of signal amplitude, i.e., an effect similar to signal focusing and 6) simulations of
acoustic propagation through “soliton-like” fields of sound velocity show a similar effect of
signal focusing and confirm the assumption that a SWP may be responsible for the observed
acoustic perturbation.

Appendix

It can be shown® that the dynamic fields of currents (u,v,w) can be expanded in terms of
HNMs V¥, and ¢,,, = dV,,/dz as follows:

O

o (A1)

(u’ U) = Z (um’ Um) Nm®Pm , and w = Zwm\l[

m

where 7, represents modal displacement, and (t,, vy, wy,) are coefficients of modal ampli-
tude for the current components u, v and w. For n,, being calculated in meters, and ¢ in
seconds, w,, will be a dimensionless parameter while w,, and v,, will have dimensions m/s.
By taking k7 = 0 and constant (¢, , p) Eq.2.10 becomes:

or or  or or
E—f—ua—x—i—va—vaug—(). (A.2)

In the general case it is not clear which terms can be neglected and which ones can not.
However, by neglecting coupling mechanisms and taking into account that an important

feature of soliton propagation is the significant dynamics of the perturbation along the depth
axis, one can neglect the second and third nonlinear terms, and rewrite Eq.A.2 as follows:

or  OT
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Now, recalling the general structure of expansions [Egs. (A.1)] let us consider that

T(x,y, 2, t) = To(2) + 1", and T => T, m - (A.4)

In the last expression 7,, is an unknown function, while 7;, corresponds to a dimensionless
coefficient of modal amplitude for temperature. Both +,, and T}, should be chosen in order
to ensure the consistency of Eq.A.3. Using Eqs. (A.4) it can be obtained that:

oT 0Vm

= N7, A5

or = 2T, (A-5)
Furthermore, neglecting again coupling mechanisms between modes, and through further
linearization, the second term in Eq.A.3 can be approximated as:

or _ dl}

M,
— = ) ) A.
v 0z dz Z Wm Em (A.6)

ot

m

Substituting Eq.A.5 and Eq.A.6 into Eq.A.3 it follows automatically that

dT;
T, = —w,, and 7, = nmd—o )
z

The minus sign indicates that the time oscillations of w and T have a phase difference of 7
radians. The last pair of equations lead to Eq.2.11.
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Abstract. Experimental observations of acoustic propagation through a
Soliton Wave Packet (SWP) show an abnormally large attenuation over
some frequencies, that was found to be significantly time-dependent and
anisotropic. Nevertheless, by considering the problem of signal attenua-
tion, the approach used in most of the studies can be considered as “static”
since no additional effects were taken into account as a SWP evolves in
range and time. Hydrographic and acoustic data from the INTIMATE’96
experiment clearly exhibit traces of the presence of soliton packets, but
in contrast with known observations of attenuation, its frequency response
also reveals a sudden increase of signal amplitude, which may be due to a fo-
cusing effect. This signal increase coincides with a significant peak found in
current and temperature records. However, the correlation of both acous-
tic and hydrographic features is difficult to support due to the different
time scales between the rate of hydrographic data sampling and the rate
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of signal transmissions. To study the possibility that a SWP could be re-
sponsible for the observed signal increase, the INTIMATE’96 hydrographic
data was used to generate physically consistent distributions of “soliton-
like” fields of temperature and sound velocity, which were used as input
for a range-dependent normal-mode model; it was found that for a par-
ticular soliton field, the set of “dynamic” (i.e., range-dependent and time-
dependent) acoustic simulations reveals an acoustic signature similar to
that observed in the data. These results contribute to a better understand-
ing of underwater propagation in shallow-water coastal environments and
therefore provide a potential basis for range-dependent temperature and
sound-speed inversions.

1. Introduction

It is known that naturally generated solitons can often be observed in
coastal zones, as a result of nonlinear interaction of the surface tide with the
continental shelf; the generation mechanism remains however poorly under-
stood. The significant circulation of organic surfactants caused by SWPs
induces small displacements of the ocean level and leads to a modulation
of the sea-surface roughness which can be clearly detected by satellite SAR
images. Such surface signatures provide a detailed information about the
propagation characteristics of SWPs (Small et al., 1995). Soliton packets
have been observed by satellite almost everywhere in coastal zones and in
particular near Portugal. Observations of propagating solitons include also
a considerable amount of current and temperature measurements. For in-
stance during the summer of 1994 current and temperature data taken near
Porto (Sherwin et al., 1996) allowed for the observation of a wave packet,
composed of three solitons, which could be tracked during their propaga-
tion towards the shore. The waves were characterized by sudden isotherm
depressions of up to 45 m lasting 10-35 minutes, accompanied by current
surges of up to 0.45 m/s and shears of up to 0.7 m/s (over 60 m). These
SWPs propagated away from the shelf break towards the shore with an av-
erage speed of 0.56 m/s and appeared each tidal cycle, which confirms the
important role of tides as a significant source for the generation of SWPs.

The problem of acoustic propagation through SWPs has been inten-
sively studied in recent years, essentially To explain the anomalous fre-
quency response of shallow-water propagating signals, which were found to
be strongly time dependent, anisotropic and sometimes exhibiting an abnor-
mally large attenuation over some frequency range (Zhou et al., 1991),(Caille
et al., 1997). Most of the known reports noted the problem of signal atten-
uation, without regard to additional effects as a soliton packet evolves in
time and range. Hydrographic and acoustic data from the INTIMATE’96
experiment clearly exhibit traces of soliton presence. However, in contrast
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with referenced observations of attenuation, the frequency response reveals
also a “soliton-like” acoustic signature which corresponds to an increase of
signal amplitude. Such an acoustic feature can be due to a focusing effect.
To study the possibility that the signal increase could be caused by the
presence of a SWP in the acoustic waveguide the hydrographic data was
used to generate physically consistent distributions of “soliton-like” fields
of temperature and sound velocity, which were used as input for a range-
dependent acoustic propagation model. As will be shown in the following
sections the results of acoustic “dynamic” (i.e., range-dependent and time-
dependent) simulations strongly support the assumption that a particular
SWP was responsible for the observed soliton-like acoustic signature.

2. Theoretical Background
2.1. THE KORTEWEG-DE VRIES “MODAL” EQUATION

The starting point for the analysis of soliton propagation in a rotation-
less environment with complex stratification is the so-called Korteweg-de
Vries equation (hereafter simply KdV) for modal vertical displacement 7,
(Ostrovsky, 1978),(Apel et al., 1997):

ONm Onm o? m

ONm _

— +Cn—— +
ot ow Oy
where z corresponds to the axis of propagation, ¢ represents the time coor-
dinate, C,,, corresponds to the modal phase speed of linear waves in a non-
rotating fluid, a,,, and 3,, are coeflicients of non-linearity which depend on
Hydrostatic Normal Modes (hereafter HNMs) W,, and ¢, = d¥,,/dz as
follows:

BETC NP/ Y
= 3y T e gy 2

The eigenfunctions ¥,, can be calculated by solving a standard Sturm-
Liouville problem:

d?V,, N?
W+C—%‘1}m:0 ; Um(0) =V, (D) =0, (3)
where N2(z) represents the buoyancy frequency and D is the water depth.
The complete derivation of Eq. (1) can be found in (Ostrovsky, 1978).

In contrast with the corresponding equation for a homogeneous fluid
(Gabov, 1988), which admits a single soliton generation, it follows from
Eq. (1) that by combining both nonlinear and stratification effects it is
possible to obtain an entire set of “modal” solitons with characteristics
that depend on HNMs. Whether or not this explains the observations of
propagating SWPs depends on the properties of the HNMs.
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2.2. THE “SECH” SOLUTION

It is well known that the KdV equation admits a “sech” solution of the
following form (Apel et al., 1997):

x—th>

X @

Nm = nglsech2 (

where 79, represents the peak amplitude of the modal soliton, which has a
nonlinear characteristic width

1206,
A, = , 5
\ ), 5)

and propagates with a nonlinear phase speed given by

0
Vm = Cm + awénm . (6)

As seen from the above equations A, is inversely proportional to the am-
plitude of the modal soliton, whereas V,,, is linearly proportional to 12,. The
implication is that the larger n?n, the faster the soliton propagates and the
narrower or steeper the soliton is. The solution given by Eq. (4) describes
a single nonlinear perturbation, which propagates in both time and range
without deforming its shape. In this way a single modal “sech” solution
does not agree with observations, which show the propagation of SWPs
exhibiting dispersive properties and made up of different “components”.
However, a reasonable explanation for this is that each component of the
SWP corresponds to a particular “sech” profile and dispersion is a direct
consequence of the different phase speeds of packet components.

2.3. THE “DNOIDAL” SOLUTION

Another solution to the KdV equation is (Apel et al., 1997):

T — Vnmt
=1 |2 () - (1= )] )

where the index s is a complex function of the normalized variable 7 =
x/Cpt and dng(p) is the “dnoidal” Jacobi elliptic function. Shapes of the
“dnoidal” solution agree well with backscattered profiles measured from
SAR images (Apel et al., 1997). As s — 1 the above expression becomes the
“sech” profile. The dynamics of a “dnoidal” soliton are completely different
from the one of the “sech” profile. The Eq. (7) describes not a single but
an entire SWP which evolves in time and range. The number of solitons
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within the packet depends on s and 7. This implies that one can derive
entire sets of “dnoidal” soliton packets from a single HNM.

For certain parameter choices the “dnoidal” profile resembles better the
observations of SWPs. However, this leads to some ambiguity because if a
single “dnoidal” solution resembles an entire packet it is not clear which of
the modal solutions has to be considered, and there is also the possibility
that the packet is made up of several “dnoidal” components. This matter is
clearly related with the discussion of packet propagation in terms of “sech”
components and will be recalled during the discussion of thermistor data.

2.4. CURRENT PERTURBATIONS

It can be shown within the theoretical context of soliton propagation that

the non-linear fields of horizontal currents [/ n = (u,v) can be expanded in
terms of HNMs ¢,,, as follows (Ostrovsky, 1978):

ﬁh:DZijfbm (8)

where ij: (U, Um) ~ Ny and D represents the water depth.

2.5. TEMPERATURE PERTURBATIONS

From the analysis of the coupled nonlinear and rotationless form of Hydro-
dynamic Equations it follows that modal amplitudes of horizontal current
components depend linearly on modal vertical displacement (U, Vi) ~
Nm- Nevertheless, from a tomographic point of view, the system of Hydro-
dynamic Equations does not provide a physical basis for expanding the
sound speed field. To address the tomographic issue let us recall the ther-
modynamic equation (LeBlond et al., 1989)

D

Dy PCT) =V (krVT) + Qr (9)
where C, denotes the specific heat at constant volume, kp is the thermal
conductivity and @Qr represents all sources and sinks of heat. Linearizing

and solving this differential equation (Rodriguez et al., 1998) one can obtain

that:
T ~ T —_ E TV ) 1
0(2:) + ( 0)

where T),, ~ 1. The approximation becomes linear when dTy/dz ~ con-
stant.
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3. Hydrographic and Acoustic Data

The INTIMATE’96 experiment, performed during the summer 1996, north
of Lisbon (see Fig. 1), was the first experiment on underwater acoustics
to be performed in Portuguese waters. The experiment was conceived with
the main goal of applying the methods of ocean acoustic tomography to
the detection and inversion of the internal tide. The area of the experimen-
tal site was chosen because of the potential presence of internal tides and
internal waves. Some characteristics of the experimental site were known
from previous surveys performed by the Instituto Hidrografico.

The general strategy of the INTIMATE’96 experiment was the follow-
ing (see Fig. 2): the French vessel BO'DENTRECASTEAUX carried the
acoustic source which emitted a 2 second-long LFM chirp with a band-
width of 500 Hz between 300 and 800 Hz, repeated every 8 seconds. The
signal was received on a vertical linear array (hereafter VLA) with four
hydrophones, and then transmitted by radio to the Portuguese vessel NRP
ANDROMEDA, for online monitoring and backup.

Signal transmissions were performed from North and West positions
(see Fig. 3), along range-independent and range-dependent acoustic tracks,
respectively, with corresponding distances of 5.6 and 6.4 km. During the
experiment an intensive survey of thermistor, CTD, XBT and ADCP data
near the VLA was conducted. This allowed for the calculations of empir-
ical orthogonal functions (hereafter EOFs) of currents and temperature,
and also for the calculations of HNMs (see Fig. 4). It should be noted that
the analysis of ADCP and thermistor data could be used only to retrieve
detailed information of the environmental dynamics at that location. An
important result of the analysis of hydrographic data is that a high degree of
correlation was found between EOFs and HNMs, up to mode 3 (Rodriguez
et al., 1998). This is very significant since it indicates that every HNM is
equivalent to the corresponding EOF. Furthermore, the quantity and reso-
lution of EOFs depends on the number and resolution of measured profiles,
while HNMs can be obtained from a coarse estimate of mean temperature
and still provide a detailed description of the environmental dynamics. Once
the HNMs were determined, the relationship of Eq. (5) was used to calcu-
late the characteristic soliton width A,, as a function of peak amplitude
n%, (see Fig. 5). An important result of these calculations is that A, is
complex except for HNMs 1, 5, 11, 15 and 19. This simplifies significantly
the analysis of propagating SWPs since together with the degree of correla-
tion between HNMs and EOFs mentioned previously, the ambiguity related
to the structure of soliton packets is eliminated: only the first modal solu-
tion of the KdV equation will be responsible for the generation of SWPs.
Whether the packet corresponds to a “sech” profile or a “dnoidal” profile
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Figure 1. The INTIMATE’96 experimental site.
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Figure 2. General strategy of the INTIMATE’96 experiment.
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INTIMATE’96 Bathymetry (contour depths in m)
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Figure 3. General bathymetry of the INTIMATE’96 experiment.
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Figure 4. Normalized Hydrodynamic Normal Modes ¥,, (continuous line) and their
derivatives ¢, (dot-dash line) calculated from CTD data near the VLA.



DYNAMICS OF ACOUSTIC PROPAGATION THROUGH A SWP 9

INTIMATE'96

180

160

140

120

60

40

20

0 1 1 1 1 |
5 10 15 0. 20 25 30
N, (inm)

Figure 5. Characteristic modal soliton width A, as a function of their peak amplitude
nY,, with numbers indicated the corresponding indexes of the Hydrodynamic Normal
Mode.

depends on the particular conditions of soliton generation, which is beyond
the scope of this study.

Following the same type of analysis presented in (Apel et al., 1997), and
taking advantage of the correlation between EOFs and HNMs, the empir-
ical “modal” amplitudes of hydrographic data were filtered into low-pass
and high-pass frequency components; the cutoff frequency for separation
was chosen to obtain a “tidal” band which will cover all the processes with
periods longer than 4 h (and in particular should enhance the tidal compo-
nent with a period of 12.42 h) and a “buoyancy” band, with shorter periods.
Due to the low sampling frequency (~ 1/10 minutes) the estimation of ver-
tical displacement from thermistor data did not resolve the structure of
soliton packets. Nevertheless it was expected to “capture” some of the soli-
tons within a packet —if present— in the high-pass frequency component;
they could be recognized as being part of a SWP due to the correlation of
such peaks with the maxima of the low-pass frequency component. How-
ever, the processing of data did not provide any physical information about
the direction and phase velocity of SWPs due to the lack of information at
other locations.
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INTIMATE’'96: Current Modal Amplitudes — EOF:l
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Figure 6. Filtered modal amplitudes of horizontal current components u (top) and v
(bottom); units are given in cm/s.

The results of filtering are shown in Figs.6 and 7. There are two common
features that can be seen in both figures: the first is the tidal oscillation of
the low-frequency components, which is related to the process of propaga-
tion of the internal tide; the second is the presence of significant “peaks” in
all high-frequency components. For the case of currents (see Fig. 6) peaks
reach amplitudes up to 40 cm/s, which agrees with observations from (Apel
et al., 1997) and (Sherwin et al., 1996). The distribution of peaks is not
arbitrary. By looking at their positions (see for instance Fig. 7) it becomes
clear that peaks are “aligned” with the maxima of the low-frequency com-
ponent, indicating propagation of tidal solitons. Peaks are located slightly
behind the maxima. A reasonable explanation for this is that the phase
speeds of the internal tide and SWPs are different, leading to a difference
in travel times as the internal tide and the SWPs propagate away from the
shelf break towards the shore.
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INTIMATE’'96: Temperature Modal AmplitudestOIi
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Figure 7. Filtered modal amplitude of temperature; units are given in degrees Celsius.

4. Acoustic Data and Simulations

From an acoustic point of view the third peak found in the high-pass filtered
thermistor data of Fig. 7 was of particular interest, since part of the acoustic
transmissions from the North position to the VLA, separated by a distance
of 5.6 km, covered a temporal window of 3 hours around that peak. The
corresponding calculation of relative transmission loss (see Fig. 8), with
source and receiver depths of 90 and 115 m, respectively, revealed two
bright symmetric “stripes” for which TL increases with frequency. This is
an effect compatible with that expected from acoustic propagation through
a SWP. However, the most interesting feature is a “soliton-like” signature
between the “stripes”. It corresponds to an increase of signal amplitude
lasting over 15 minutes and can be due to a sort of focusing effect. This
particular behaviour of TL with time is not described in any of the consulted
referencies. The increase in signal is significantly enhanced in the curve of
TL at 430 Hz (see Fig. 9) and shows also that after the second stripe the
transmission loss appears to be shifted irreversibly to a level around 28 dB,
versus the initial level of approximately 31 dB.

The soliton hypothesis seems the most reasonable one to explain the
observed perturbations of TL essentially due to the temporal correlation
between the peak discussed in the beginning of this section and the presence
of the acoustic perturbation in TL. Other phenomena (like the passage of
a wave front driven by the tide) seem less likely mainly because there is no
experimental evidence of their presence (in contrast with the presence of
solitons in the current and the temperature data) and therefore they do not
seem to be concurrent with the propagation of SWPs. Unfortunately the
temporal correlation between the considered peak in the thermistor data
and the “soliton-like” signature of acoustic data is difficult to support due
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Figure 8. Relative transmission loss in dB with frequency, with dashed lines indicating
the temporal interval where the signal perturbation occurs.
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Figure 10. Considered geometry of SWP propagation.

to the significant differences between the sampling rate of hydrographic
data (1 sample every 10 minutes) and the rate of acoustic transmissions
(1 transmission every 8 seconds). To clarify this issue we exploited the
theoretical knowledge of soliton propagation to generate “soliton-like” fields
of temperature and sound velocity and used them as input for the acoustic
model C-SNAP (Ferla et al., 1993). From a previous estimation of internal
tide propagation (Rodriguez et al., 1998) the angle of propagation of SWP
was estimated as 6 ~ 15° (see Fig. 10). The solutions Egs. (4) and (7) were
used to derive a single “sech” profile and several “dnoidal” profiles, with
the number of solitons within each packet being controlled by s and 7.

Acoustic simulations were performed with C-SNAP at 430 Hz and for
several realization of such fields, as if SWPs were propagating from the
VLA to the North Position. For each soliton profile one finds a complex
dependence of TL on the particular characteristics and position of the SWP.
The best result of simulations was obtained for a “dnoidal” packet with
four solitons (see Fig. 11). The simulated TL reproduces the behaviour
of attenuation, signal increase and attenuation again, and also shows an
irreversible shift from around 61 dB to a level around 54 dB. However the
pattern is not symmetric around the attenuation maxima and the signal
increase lasts twice as long as in the experimental data. Calculations of TL
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INTIMATE'96: 4DS
T

0 0.5 1 15 2 25 3
Time (h)

Figure 11. Simulated transmission loss at 430 Hz.

at additional frequencies (see Fig. 12) reveal the effect of signal increase if
the constraint of keeping only 10 propagating modes is applied. Again in
simulations the effect of signal increase is broader than that observed, and
it holds only for some frequencies. It should be noted that according to the
simulations the complex distribution of TL presented in Fig. 11 is the result
of propagation of the acoustic signal through a part of the “dnoidal” SWP
as it starts to pass over the VLA. Furthermore, progressive propagation of
the soliton packet will lead to an irreversible shift in TL but it will not be
followed by a perturbation pattern like the one shown in Fig. 9 exhibiting
signal attenuation, signal focusing and attenuation again.

The simulations described above concerned propagation from the point
of view of normal modes. However, it was also important to obtain some
support with the help of ray tracing. To accomplish this task a preliminary
range-independent ray tracing for a narrow beam of rays was performed
(see Fig. 13), using the sound speed profile of the INTIMATE’96 exper-
iment and assuming a geometry of propagation like the one described in
the discussion of acoustic transmissions. The main goal of these simulations
was to determine if the refraction of rays due to their propagation through
the SWP can be consistent with the simulation results. To simplify this
task the ray-tracing was performed by calculating only a part of all the

This is twice more than the number of propagating modes considered in (Zhou et
al., 1991).
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Figure 12. Dynamic simulations over frequency, with dashed lines indicating the tem-
poral interval where the focusing occurs.

possible rays and within a small aperture of the acoustic source. From the
figure it can be seen that the beam width increases monotonically with
range. Two cases of range-dependent ray-tracing were considered: the first
for the position of the “dnoidal” SWP where signal attenuation was found
(see Fig. 14, on top), and the second, were the SWP leads to signal increase
(see Fig. 14, on bottom). From the ray-tracing it can be seen that the SWP
leads to additional refraction of rays at the end of the ray beam. However,
the refraction acts in different ways depending on the position of the SWP:
when compared with the range-independent case, the beam becomes wider
in the first case and narrower (or “focussed”) in the second. This indicates
that one can expect a decrease of signal amplitude followed by an increase
as the SWP propagates towards the source. These ray tracing simulations
agree qualitatively with the results that were obtained with C-SNAP.

The quantitative differences between real data and simulations indicate
that the soliton profile which provided the best results does not give the
closest estimate to the real soliton perturbation. However, the qualitative
agreement achieved confirms the assumption of propagating SWPs provid-
ing the appropriate conditions for the observation of the signal increase.



16 0.C. RODRIGUEZ ET AL.

R Ray Trasog

Degth{m)

Figure 13. Range-independent ray-tracing; for the sake of simplicity only a part of all
the possible rays is plotted. Part of the “dnoidal” SWP is plotted for comparison with
the range-dependent cases (see below). The hydrophone is considered to be near 30 m
depth.
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Figure 14. Range-dependent ray-tracing showing beam spreading (on top) and focusing
(on bottom).
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5. Conclusions

On the basis of this analysis the following conclusions can be drawn: from
the nonlinear rotationless form of the hydrodynamic equations it can be
shown that a stratified environment admits the generation of “modal” soli-
tons, with characteristics that depend on Hydrodynamic Normal Modes
(HNMs). The “sech” solution of the KdV equation describes a single modal
nonlinear perturbation, which propagates in range and time without chang-
ing its shape, while the “dnoidal” modal solution of the same equation de-
scribes a dynamically evolving SWP, where the number of solitons inside
the packet varies in range and time. Further analysis of the nonlinear rota-
tionless form of Hydrodynamic Equations indicates that modal amplitudes
of current and temperature will be proportional to modal vertical displace-
ment, i.e., will exhibit a similar “soliton-like” shape; this can be exploited
to generate physically consistent “soliton-like” distributions of temperature
and sound velocity. The filtering of modal amplitudes of current and ther-
mistor records from the INTIMATE’96 experiment into low-pass and high-
pass frequency components reveals possible propagation of SWPs across the
experimental site; one of the SWPs is coincident with an increase of signal
amplitude, which can be due to a focusing effect. The set of acoustic range-
dependent and time-dependent simulations through “soliton-like” fields of
sound velocity agree with observations when a particular “dnoidal” pro-
file is considered; the results of normal-mode calculations are qualitatively
supported with range-dependent ray tracing tests for the positions of the
SWP where the normal mode results indicate successive signal attenuation
and signal increase.
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Single hydrophone source localization

S.M. Jesus, M.B. Porter, Y. Stéphan, X. Démoulin, O. Rodriguez
and E. Coelho

Abstract— The method presented in this paper assumes
that the received signal is a linear combination of delayed
and attenuated uncorrelated replicas of the source emitted
waveform. The set of delays and attenuations, together with
the channel environmental conditions, provide sufficient in-
formation for determining the source location. If the trans-
mission channel is assumed known, the source location can
be estimated by matching the data with the acoustic field
predicted by the model conditioned on the estimated de-
lay set. This paper presents alternative techniques, that do
not directly attempt to estimate time delays from the data
but, instead, estimate the subspace spanned by the delayed
source signal paths. Source localization is then done using
a family of measures of the distance between that subspace
and the subspace spanned by the replicas provided by the
model. Results obtained on the INTIMATE’96 data set, in
a shallow water acoustic channel off the coast of Portugal,
show that a sound source emitting a 300-800 Hz LFM sweep
could effectively be localized in range or depth over an entire
day .

Keywords—Source localization, subspace methods, shallow
water, broadband.

I. INTRODUCTION

The aim of single hydrophone broadband source locali-
zation is to provide a range/depth localization approach
for coherently using the information contained in the time
series received by a single hydrophone.

Classical matched-field processing (MFP) methods
mostly use vertical or horizontal hydrophone arrays with
significant apertures in order to obtain sufficient source lo-
cation spatial discrimination. The reader is referred to the
pioneering work of Hinich [1] and Bucker [2] and to Bag-
geroer et al. [3] and references therein, for a full overview
of the classical work done in MFP. Although many stud-
ies used MFP with single frequency data (tones), some do
combine information at different frequencies. Both incoher-
ent and coherent forms have been studied providing what
are effectively broadband MFP (BBMFP) estimators [4],
[5],[6].

Source localization in the time domain was first clearly
suggested by Clay [7]'! who used a time reversal of the
channel impulse response to reduce transmission distor-
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Lalthough source localization feasibility had been mentioned 10
years earlier by Parvulescu [8].

tion and (in simulation) localize a source. Li et al. [9]
used the same technique for localizing a source in a labo-
ratory waveguide using air as the medium of propagation.
Single hydrophone localization in particular, was studied
by Frazer [10] who introduced several Clay-like estimators
and tested them on simulated data. In 1992, Miller et
al.[11] showed, using computer simulations, that it is pos-
sible to localize short duration acoustic signals in a realis-
tic range-dependent environment, while, the same method
was applied for range and bearing estimation using bot-
tom moored sensors in [12]. Time domain source locali-
zation was actually achieved by Brienzo et al.[13] using
data received on a vertical array in a deep water area on
the Monterey fan. In this case, a generalized conventional
beamformer was used for recombining the received data in
time domain (matched-filter), and then between sensors in
space domain (beamformer).

In shallow water, arrival time estimation is in many prac-
tical situations compromised due to the low signal-to-noise
ratio (SNR) and/or to the difficulty in resolving individual
paths[14]. Furthermore, because of such factors as bottom
interaction and ocean variability, shallow water presents
many challenges for accurate acoustic modeling. Never-
theless, in a more recent study, it has been demonstrated
that with suitably robust processors, received and model-
predicted waveforms could be correlated at a single ar-
ray sensor yielding practical schemes for source tracking
[15],[16]. In this case, the lack of spatial information was
“compensated” by coherent broadband processing.

Difficulties associated with single hydrophone localiza-
tion are obviously related with the lack of spatial diversity.
Thus, a key point of interest, is to understand the degree to
which spatial aperture can be compensated for using broad-
band information. The method proposed in this paper goes
along the lines of those being used in ocean tomography,
where the features of interest for ocean characterization are
the time delays associated with the different acoustic paths
(or rays)[17]. Our approach does not directly attempt to
estimate time delays from the data but, instead, searches
for the source location for which the time delay set maxi-
mizes a mean least squares criteria. In that sense it gives a
mean least squares solution constrained to the given acous-
tic model.

Making the further assumption that there are features
(clusters of acoustic arrivals) that are decorrelated, allows
us to extend this approach to signal-noise subspace split-
ting. In that case estimating source location is equivalent
to measuring the distance between the estimated signal
subspace and the subspace spanned by the delayed source
signal paths given by the acoustic model. Such subspace-
based distance measures are shown to yield good source



location estimates on real data.

This paper is organized as follows: Section 2 presents the
linear data model and the assumptions that underline the
methods being developed. Section 3 presents the classical
time-delay estimation (TDE) problem. Section 4 extends
TDE methods to source localization by including the en-
vironmental information. The resulting algorithm is then
tested, with simulated data, in section 5. Section 6 shows
the results obtained on a data set recorded in a shallow
water area off the west coast of Portugal, during the INTI-
MATE’96 experiment in June 1996 and finally, section 7,
discusses the results and draws some conclusions.

II. LINEAR DATA MODEL

According to the linear data model, the received acoustic
signal due to a source at location 65 = (rs, ;) is given by

yn(t, 08) = Zn(tves) + En(t)v (1)

where € is the noise sequence, assumed spatially and tem-
porally white, zero-mean and uncorrelated with the signal,

t=1,...,T is the discrete-time index within each n-index
time snapshot and z is the noise-free signal given by
Zn (ta 93) = DPn (t7 08) * 80 (t) (2)

Here, s is the source emitted waveform and p is the channel
impulse response. Under the assumption that the medium
between the source and the receiver behaves as a multiple
time delay-attenuation channel, its impulse response can
be written

where the {anm(0s), Tnm(s);n = 1,...,Nym =
1,..., M} are respectively the signal attenuations and time
delays along the M acoustic paths at time snapshots n =
1,...,N.

To pro-
ceed with the estimation of the 7, ,,;m = 1,..., M;n =
1,..., N time delays, it is necessary to assume that the
variation in time delays is small within each N snapshot
data set, i.e., that 7, , = T +97y,m Where 67y, , < 7, and
0Tn,m < Tp where Ty is the observation time(Ty = NTAt,
where At is the sampling interval). That additional as-
sumption allows one to write

M
Zn(ta 05) = Z an,m(es)SO[t - Tm(gs)]v (4)

where 7,,,(05) is the mean arrival time of path m within
the observation time 7. With the assumptions made in
(4) one can now rewrite (1) as

Yn(ee) = S[T(as)]an(os) + €n, (5)
with the following matrix notations,

yn(es) = [yn(]-a 95)7yn(2a 05)7 cee >yn(T7 05)]t7 dim 7" x 1

(6a)
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7(05) = [Tl(es)a cee 7TM(05)]tv dim M x 1 (Gb)
so(7) = [s0(—=7), ..., 50((T—1)At—7)]", dim Tx1 (6¢)
S[t(0s)] = [so(11),-..,80(7ar)], dim T x M (6d)

and
an(Gs) = [anyl(ﬁs),...,an,M(Gs)]t, dim M x 1 (66)

where T is the number of time samples on each snapshot
and M is the number of signal replicas at the receiver.
Equation (5) forms a linear model on the amplitude vector
a, where further assumptions on the relative dimensions
and rank of matrix S and noise distributions allow for dif-
ferent solutions for the estimation of 7. For simplicity the
dependence of 7 and a on the source location parameter 6,
will be omitted in the next two sections.

III. TIME DELAY AND AMPLITUDE ESTIMATORS

In model (5) both the amplitude and the time delay vec-
tors are unknown. However, as discussed in the introduc-
tion, we prefer to focus on the time delay vector for locali-
zation which should be a more stable feature and therefore
yield a more robust processor. There are two possible ap-
proaches for solving this problem: the first is to consider
that the amplitude vector is deterministic and therefore
both a and 7 are to be estimated; the second considers
that a can also be random and then one has to resort to
second order statistics for estimating the time-delay vector
7. These two approaches will be formulated in the next
subsections.

A. Deterministic amplitudes

To begin one needs some estimate of the amplitude vec-
tor a. This is a sort of classical problem and may be easily
addressed using least squares(LS), or under the Gaussian
white noise assumption, as a generalized maximum likeli-
hood (ML) problem. In either case, one obtains the follow-
ing:

a=arg{min e(r.a) =| y ~S(a 3. ()

whose solution is well-known to be
a— (s7s) 18"y, (8)

where ¥ indicates complex conjugate transpose. Inserting
a, of (8), in (5) the problem now becomes that of estimating
a known signal in white noise (for each assumed 7). The
optimal solution is given by the well known matched-filter.
That can be seen by plugging (8) into (7) to obtain a new
function to be maximized,

e(r) =l y7S(r) |I?, 9)

which is now only a function of delay vector 7. Passing
from (7) to (9), requires the additional assumption that
the matrix S is orthogonal, i.e., that S7S = I. In terms
of propagation, that assumption is equivalent to assum-
ing that signals travelling along different paths suffer un-
correlated perturbations. Whether this occurs in practice
depends on a variety of factors.
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The description above assumes that only a single mea-
surement y is available. If instead there are N ran-
domly distributed vectors inserted in a matrix as Y =
[¥1,---,¥n], of dimension T' x N, the problem is formu-
lated as the minimization of

Y —S(r)A |2, (10)
where A is now a M x N matrix containing the M signal
amplitudes at N times. In this case the solution for A is
analogous to (8),

A = (sfls)"'sfly. (11)

Substituting (11) into (10) gives the new function for 7

1 N
elr) = . I yiis(r) I (12)

In this case, and for an infinite observation time, one can
estimate the M time delays from the M highest peaks of
function (12), i.e.,

N
(7S m=1,..., M} = arg{mTaX Z | yHso(7) |2},
n=1

(13)
and then replace the time delay estimates obtained from
(13) into matrix S of the amplitude estimator (11) and it-
erate. In practice, for a finite observation time, (12) may
not exhibit M clear peaks and a complex M-dimensional
search may be required to solve (13). As it will be seen
below, such complex search procedure is not needed here
since only the value of the functional (12), at model pre-
dicted values of T, is necessary for source localization.

B. Random amplitudes

Once model (5) has been adopted, an additional assump-
tion on the mutual decorrelation of the multipath ampli-
tudes (assumed now as random and zero mean), allows
one to extend the least squares or maximum likelihood
(LS/ML) method above, to subspace separation based
methods?. In fact, the linear model (5) allows one to char-
acterize the signal part as covering a K (< M)-dimensional
subspace where K is the number of uncorrelated paths (or
groups of paths) in the received signal— this is the signal
subspace.

In general, a number N > M of uncorrelated time snap-
shots are available which is a requirement for estimating
the signal subspace. Let us consider the data matrix Y and
its SVD Y = UXVH. Since T > N, Y has a maximum
rank of N. Taking into account the linear model (5) with
the assumptions made on the decorrelation of noise, sig-
nal and amplitude components, it can be shown [18] that
the M eigenvectors {uy,...,ups} associated with the M
largest singular values o1 > 02 > ...,> o) provide the

2subspace methods do not require random amplitudes that can be
either random or deterministic

optimal estimate (in the sense of least squares and maxi-
mum likelihood) of the signal subspace. Indeed the vectors
U,,;m = 1,..., M span the same (signal) subspace as the
M signal replicas so(71), - - -, So(7ar). Therefore, considered
as a function of search delay 7, the projection of the signal
replicas onto the subspace spanned by the first M eigenvec-
tors will be a maximum for 7 = 7,;;m = 1,..., M. Thus
we seek the maxima of the functional

e(7) =|| Uiyso(7) 1%, (14)

where Ujps = [uy, ..., ups]. Using (14), the associated sig-
nal subspace (SS) based time delay 7, estimator can be
written

{ﬂsns;m =1,...,M} = arg{mTax I Uﬁso(T) ||2} (15)

Similarly, knowing that Uj,; and its complement
Ur_y = Uij split the whole space %7 into two orthogo-
nal subspaces, the projection of the signal replicas onto the
U, signal subspace complement (denoted SS+ in the se-
quel) will tend to zero for the same true values of 7. There-
fore, the noise subspace based time delay 7, estimator is
given by

1
7_SS .

moam=1,.. '7M} = arg{mTax [” UJP“IfMSU(T) ”2]_1}7

(16)
where the matrix Ur_jr = [upr41, - .., ur] is formed from
the data eigenvectors associated with the M +1 to T small-
est singular values. These eigenvectors span the subspace
containing the non-signal components, so the estimator is
generally called the noise subspace or signal subspace or-
thogonal estimator.

IV. SOURCE LOCALIZATION

The source localization problem can be readily deduced
from the last sections both for the LS/ML and the subspace
separation based methods. Until now only the received sig-
nal was used for analysis but source localization requires
data inversion for source properties. That means, in partic-
ular, that the medium where the signal is propagating has
to be taken into account using a specific propagation model
to solve the forward problem. The propagation model de-
termines a set of time delays at the receiver for the given
environment and for each hypothetical source location.

Let us define 7(0) as the model-calculated time delay
vector for source location @, conditioned on a given environ-
mental scenario. For all possible values of # in a set O, the
vector 7(0) will cover a continuum on an M-dimensional
space as does the source replica vector. In other words,
the source replica vectors span a subspace S(6) that has
dimension M under the assumption of uncorrelated paths

S(0) = range(S[7(0)]) = range{so[T(0)];0 € ©}. (17)

As explained in the previous section, an estimate of the
actual S(fs) subspace associated with the true source lo-
cation can be obtained as the span of the M eigenvectors
contained in U;:

S(0s) = range(Uyy). (18)
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Fig. 1. INTIMATE’96 environmental scenario used for simulation.

Those two subspaces share the same dimension M. An
estimator 0, of 0, could, in principle, be derived from the
notion of distance between subspaces. This is usually based
on respective projections but alternatively one may use
the CS decomposition theorem [19] and define the distance
measure

A(0) = /1 - 02,5, (UF;S[7(0)]),

where 0,,;,(®) is the minimum singular value of matrix e.
The distance measure (19) has poor performance for esti-
mating the source location parameter 6, since it mainly
depends on the estimation of the smallest eigenvalue of a
matrix that is itself highly dependent on the SNR. In prac-
tice, M is not known and varies with 6 which introduces
further sensitivity into d(6).

Alternatively, a constrained LS/ML based estimate éLS
of source location 6, will be, according to (12)-(13), given
by the value of 6 that satisfies

e (19)

N
1 H 2
maxﬁnzzzl I S[T(@)] yn 17 0co.  (20)

T(9)

The resulting source location estimator can therefore be
written as

) 1 N M
us = arg{max — 3" 7 [ solrn(60)] "y, ),

0 € 0o.
T0) N

n=1m=1
(21)
Similarly, using (15) and (21) for the SS approach, the
source location estimate corresponds to the maximum of
the sum over paths of the projections of the replica signal
for each time delay set onto the estimated signal subspace,

M
Oss = arg{r,;l(ae); > I Ulisolrm ()] P}, 6 €06, (22)
m=1

Finally, for the SS* approach, the function is searched for
the minimum of the sum over paths of the projections onto
the noise subspace estimate,

M
Oss+ = arg{min oI UE ysolm @ P}, 0 €e.
m=1

(23)
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Depth Sound speed
(m) (m/s)

0.0 1520
5.0 1520
11.3 1518
21.3 1516
32.0 1512
42.7 1510
72.8 1508
94.6 1507
135.0 1507
TABLE 1

MEASURED SOUND SPEED PROFILE USED IN THE SIMULATION
EXAMPLE.

V. SIMULATION RESULTS

In order to test the methods presented in the previous
section, and to have a feeling of their performance on real
data, the environmental and geometry scenario used for
simulation was the same as that of the real data of next
section. Let us consider the case of an LFM sweep with a
duration D; = 1s and a frequency band from 200 to 400 Hz.
The signal is transmitted in a 135 m depth waveguide with
a slightly downward refracting sound speed profile (table
1) over a sandy bottom characterized by a 1750 m/s sound
speed, a density of 1.9 g/cm? and a compressional attenu-
ation of 0.8 dB/\ (figure 1).

The ray-arrival times and amplitudes predicted with
Bellhop [20] for a sound source and a receiver at 92 and 115
m depth respectively and at 5.6 km range from each other,
are shown in figure 2. The arrivals are arbitrarily ordered
in accordance with their take-off angle at the source. The
intermediate angles correspond to rays which are launched
nearly horizontally, therefore with smaller amplitude loss
as seen in figure 2(a). Their path lengths are shorted yield-
ing a sort of bowl-shaped arrival time pattern seen in figure
2(b).
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Fig. 2. Ray-model predicted arrival amplitudes (a) and times (b).

A number of N = 100 snapshots was generated accord-
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ing to model (5) with a high SNR (>20 dB) and the decor-
relation between multipath amplitudes was simulated by
generating a Gaussian vector with its mean equal to the
value given by the model (figure 2(a)), and its standard
deviation o, = 0.5 || a ||. The corresponding arrival pat-
tern, based on (13), is shown in figure 3. Note that there
are many more arrivals in figure 2 than we see as peaks
in figure 3. This indicates that there are many unresolved
paths. (With increased bandwidth, these paths would be
resolved.)

Amplitude

o 100 200 300 400 500 600 700 800 900 1000
Relative time (ms)

Fig. 3. Arrival pattern with LS/ML estimator [eq.(13)].

Figure 4 shows the arrival pattern for the same data set
but using the signal subspace estimator (15) with the num-
ber of arrivals set to the true number, i.e., M = 48. Notice
that the higher resolution allows to distinguish many more
arrivals. The amplitudes are not proportional to the re-
ceived signal correlation since no eigenvalue weighting was
used to project the source signal onto the signal subspace.
Figure 5 shows the arrival pattern obtained with the noise
subspace estimator (16). The path resolution is the same
as that of the signal subspace method. However, it is much
less sensitive to the actual subspace dimensionality since
an underestimation of M would result in a mis-projection
onto the signal subspace. Numerically, this is a large num-
ber and therefore a small contribution to the inverse func-
tion in the noise subspace estimator. On the other hand,
an over estimation of M would result in a few unobserved
directions among several thousand (depending on the value
of T) which in practice has little effect on the result. The
main practical difficulty is simply the computational cost of
manipulating matrices of high dimension. For that reason
the estimators were implemented in the frequency domain
for the real data analysis of the next section.

VI. REAL DATA ANALYSIS

The INTIMATE’96 sea trial was primarily designed as an
acoustic tomography experiment to observe internal tides
and details of the experimental setup has appeared else-
where [21]. However, for the sake of completeness, a brief
description of the experiment follows. The experiment was
conducted in the continental platform near the town of
Nazaré, off the west coast of Portugal, during June 1996
and consisted of several phases during which the acoustic
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Fig. 4. Arrival pattern with SS estimator [eq.(15)] and M=48.
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Fig. 5. Arrival pattern with SS1 estimator [eq.(16)] and M=48.

source was either stationnary or being towed along pre-
determined paths. This paper is concerned with the data
acquired in phase 1 during which the scenario is shown in
figure 1 and is identical to that used for the simulations in
chapter 5. The only difference is that the source signal used
during INTIMATE’96 was a 300-800 Hz LFM sweep with
2 s duration repeated every 8 s. The signal received at 5.5
km range on the 115 m depth hydrophone is shown in figure
6. At that range the time-frequency source signature could
be clearly seen (figure 6(a)), while the time-series shows a
strong multipath effect (figure 6(b)).
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Fig. 6. Received signal at 115 m depth and 5.5 km range: time-

frequency plot(a) and time-series (b).

The SNR has been estimated to be approximately 10 dB



within the frequency band of interest. As a first test of
the match between the predicted arrival times and the es-
timated arrival patterns, figure 7 shows an example of a
received data arrival pattern, using (13). The correspond-
ing predicted arrival times are represented by the vertical
lines on the time axis. The agreement between the two pat-
terns is almost perfect for this case. In order to establish a
localization statistic, the algorithms described above were
used to estimate the source range at a given correct source
depth. Separately, we have estimated source depth using a
given (correct) range during a 20 hour long run (phase 1)
where the source was held at approximately constant range
and depth and the environment was nearly range indepen-
dent with a 135 m depth channel and a slightly downward
refracting sound speed (as explained in section 5 and in
detail in [21]).
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Fig. 7. Arrival pattern using the LS estimator for a sound source
at 5.5 km range and 92 m depth received on a sensor at 115 m
depth. Vertical lines on time axis represent Bellhop predicted
arrival times.
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Fig. 8. Estimated number of uncorrelated paths: with Akaike’s (AIC)
criterion (a) and with the Minimum Description Length (MDL)
criterion (b). The start time is 17:20 June 14, 1996.

The first problem encountered when processing the real
data using the subspace based methods was the estimation
of the number of existing paths, M, in equations (22) and
(23). In principle, M can be predicted by the acoustic
model for each source range and should be equal to the
rank of matrix S. However, in practice, it was found that
the matrix S was largely rank deficient, and the number of
estimated uncorrelated paths (or path groups) was much
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smaller than the number of predicted paths M. Figure 8
shows the number of estimated paths for a 20 hour long
run using the classical Akaike Information Criterion (AIC)
and Minimum Description Length (MDL) [22]. It can be
seen in figure 8 that the estimated number of paths varies
from 4 to 5 for AIC and from 3 to 4 for MDL (while the
model predicted number of paths is M = 48).

It is known that AIC tends to give higher estimates than
MDL and in many practical situations to overestimate the
model order so these results are anticipated. In our case,
the AIC and MDL order estimates inserted in (22) and
(23) yield approximately the same results and so we will
only present the former. In figure 9 we estimated source
range and in figure 10 we estimated source depth. In these
figures the three estimators (21), (22) and (23) are respec-
tively shown in ambiguity plots (a), (b) and (c¢). Taking the
peak locations from those plots yields corresponding sub-
plots (d),(e) and (f) showing the estimated location (either
range or depth) vs. time. A statistic of the estimated
mean and MSE of the proposed estimators is summarized
in table 2. The data singular-value decomposition was per-
formed on 35 consecutive data snapshots every 5 minutes
- each snapshot containing a single received source wave-
form. Therefore the data shown has 231 samples along the
time axis and, since samples are 5 min apart, the whole
data set represents 19.25 hours worth of data.

Figures 9(a) and 9(b), given by the LS/ML and SS es-
timators, are very similar and show a relatively stable and
well defined estimate with a mean source range of 5.48 km
(figures 9(d), 9(e) and table 2) which coincides with the
mean DGPS range estimate recorded during the cruise.
The waving effect seen in time is mainly due to the sur-
face tide (figure 11). The phase coincidence between tide
height and the range estimate is striking and simply shows
the influence of water depth variation on the multipath
time delays structure between the source and the receiver.
Figure 9(c), obtained with the signal subspace orthogonal
projector, shows a more ambiguous surface - larger mean
square error (MSE) - with, however, the same mean source
range estimate than for the other estimators (figure 9(f)
and table 2). This poorer result is possibly due to the sig-
nal subspace rank deficiency mentioned above. The first
impression from figure 10, when compared to figure 9, is
that the results are poorer for source depth than for source
range. This is mainly a function of the axis scales since we
localize in range over a wide sweep while depths of interest
are limited to the channel depth.

There is also a dependence on the basic variation of the
acoustic field; however, in terms of intensity the character-
istic scale is a few wavelengths in both range and depth.
Among the three estimators shown in figures 10(a), 10(b)
and 10(c), is the signal subspace that provided the best
mean result with 92 m, very close to the true nominal
value and also the lowest estimated MSE. However, all the
methods perform well and there is little practical basis for
choosing one over the other. The authors also believe that
if a broadband random source signal was used the results
would be similar as those obtained with the LFM deter-
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Fig. 9. Time-depth localization plots for INTIMATE’96 phase 1 data set with LS/ML method (a), signal subspace (b) and noise subspace
projection (c). Figures (d), (e) and (f) show the depth estimate obtained as the max on each surface (a), (b) and (c) respectively. The

start time is 17:20 June 14, 1996.

ministic signals provided that the emitted signal replicas
were known at the receiver and that the frequency band
was identical.

Range Depth
(m) (m)
mean mse mean Imse
LS/ML 548 9.3 85 348
SS 549 7.1 92 259
SS+ 548 347 80 363
TABLE II

SOURCE LOCALIZATION IN RANGE AND DEPTH: ESTIMATED MEAN AND
MEAN SQARE ERROR (MSE) FOR THE THREE METHODS: LS/ML, SS
AND SSt.

VII. DISCUSSION AND CONCLUSIONS

The discussion of the results can be separated into two
distinct aspects: one is the estimation of the arrival times
- which is a question of time-delay estimation - and the
other is the usage of the estimated pattern to match the
predicted arrival times and its impact on source localiza-
tion. Time-delay estimation has been intensively studied in
the underwater acoustic multipath context, see for example
[23] - [26], and references therein. Three different methods
were presented here only to emphasize the importance of
high-resolution of time-delays in presence of limited band-

width signals. The source localization aspect is much more
central to the paper and, in that respect, the results shown
should be compared with those obtained in Porter, et al.
[15],[16], in which a method similar to (21) is used but the
correlation is made between the log of the received signal
and the log of the predicted arrival signal. The output
is the peak of the correlation function. The motivation
for that processor is discussed more extensively in those
papers. Briefly, the log processor brings into balance the
strong early arrivals with the weak late arrivals. The re-
sulting estimator accentuates the basic arrival pattern (in
terms of arrival times) rather than the arrival amplitude.
However, as the processor is based on a correlation of the
complete time-series it is sensitive to both the peaks and
valleys of the data. In the present study, even greater em-
phasis is placed on the arrival-times of the individual paths.
In fact, the match function given by (21) is made only for
the predicted arrival times. In other words, only the peaks
of the arrival pattern (assuming the correct prediction of
time delays) are used. Obviously, the result will be optimal
if the peak locations are correctly predicted and resolved,
and this is why subspace methods have been introduced
for time-delay resolution enhancement. Conversely, errors
on the prediction of arrival times would directly impact on
the quality of the localization. In terms of the required
computation effort, the methods presented here generally
take approximately 5 times the computation time than that
required by Porter’s method in the same conditions.

This paper has presented a comprehensive method for
source localization using broadband signals received on a
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Fig. 11. Surface tide prediction for the receiver location. The start
time is 17:20 June 14, 1996.

single hydrophone. The method assumes a classical model
of the received data as a linear combination of time de-
layed replicas of the emitted waveform with unknown but
uncorrelated random amplitudes. The received signal is
assumed to be corrupted by white Gaussian noise and in
all cases the emitted signal is supposed to be known at
the receiver. First, classical TDE methods for estimating
the time delay set are presented and tested on simulated
data. Then subspace based methods are obtained, in a
classical way, for estimating the signal subspace spanned
by the received paths and its orthogonal complement. It is
shown that time delays can be derived from the intersection
of the signal subspace estimate and the subspace spanned
by the replica signals. For computing the replica signals

there are now a variety of well-developed acoustic models
suitable for this application including normal mode, PE,
wavenumber integration and ray models. Ray models have
a clear speed advantage for these broadband applications
since the ray approximation produces broadband informa-
tion (arrival times and amplitudes) for no additional cost.
Of course, ray models are also generally the least accurate
but they were found fully adequate for our application.

The source location estimators are then computed as the
sum of the contributions of the match between the received
and replica signals at the predicted arrival times. The
match itself is performed in three different ways using, one,
the full received signal, two, the projection of the received
signal onto the signal subspace and, three, its complement
projection onto the noise subspace.

These source location estimators have been applied to lo-
calize a sound source emitting a 300-800 Hz, 2 seconds long
LFM sweep recorded in a shallow water area off the coast
of Portugal. The source range or depth have been success-
fully tracked during a 20 hours time period. The results
obtained show the feasibility of single sensor source loca-
lization at known depth or at known range: source range
can be estimated within a few meters from the true range
of 5.5 km, while for source depth the results show some
persistent biais and estimation errors varying between a
few meters up to several tens of meters from the expected
true source depth of 92 m. Comparison of the methods
presented here with the results obtained in the same data
set in Porter et al. [15],[16] show that rather different ap-
proaches gave very similar results with, however, a signifi-



JESUS ET AL.: SINGLE HYDROPHONE LOCALIZATION

cant advantage in terms of computer time requirements for
the later. The methods presented here, in particular those
subspace based, should have an advantage relative to that
of Porter when the signal has a narrower band that only
allows for a few paths to be resolved at the receiver. The
results obtained with real data show that the correlation
and interaction between acoustic paths plays an important
role in source localization giving new insights into the un-
derstanding of how their combination and (re)combination
forms complex arrival patterns.
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Abstract—Source localization with a single sensor explores
the time spread of the received signal as it travels from the
emitter to the receiver. In shallow water, and for ranges
larger than a few times the water depth, the received sig-
nal typically exhibits a large number of closely spaced ar-
rivals. However, not all the arrivals are equally important
for estimating the source position since a number of them
convey redundant information. Theoreticaly, identifying the
non-redundant arrivals is feasible in a isovelocity range inde-
pendent waveguide. In previous work, the number of non-
redundant arrivals and the dimension of the data sample
signal subspace have been related in a range-independent
case. This paper addresses the problem of determining the
number of significant arrivals for localizing a sound source
over a range-dependent environment off the West coast of
Portugal during the INTIMATE’96 sea trial.

Keywords— Source localization, subspace methods, shallow
water, broadband signals.

I. INTRODUCTION

Source localization with a single hydrophone is known to
be a difficult problem in underwater acoustics, due to the
reduced amount of spatial information. The lack of spatial
information is to be compensated by the time spread of
the emitted signal as it travels from the source to the re-
ceiver. Whether that time spread is sufficiently correlated
to the medium of propagation to uniquely pinpoint the
source position depends on a variety of factors such as the
source range, water depth, sea bottom acoustic impedance,
sea surface roughness, depths of source and receiver rela-
tive to the sound speed profile, etc... Previous work has
shown that the correlation between the predicted and the
estimated channel impulse responses was sufficient to track
an acoustic source over various shallow water propagation
environments [1],[2]. Alternatively, classical eigen analy-
sis of the received time series allows to decompose the data
set into two orthogonal subspaces that were used for source
localization in a range independent environment [3]. A cru-
cial step in time series analysis is to determine the order of
the underlying signal model, that is to say, the dimension
of the signal subspace. This paper attempts to shows how
the signal subspace dimension can be interpreted in phys-
ical means by associating the identified eigenvectors with
uncorrelated acoustic rays. In a range-dependent environ-

This work was supported under contract 2./2.1/MAR/1698/95,
PRAXIS, FCT, Portugal and by the Office of Naval Research.

ment ray propagation is significantly altered and the num-
ber of eigenrays participating to the signal subspace should
generally increase translating, in some sense, a higher de-
gree of diversity and therefore an increased potential for lo-
calization. The real data that serves as illustration was ob-
tained during the INTIMATE’96 experiment, off the west
coast of Portugal, in a mild range-dependent environment
(130 to 160 m water depth) for source ranges varying from
1 to 12 km. The emitted signal was a 300-800 Hz linear
FM, with a 2 second duration.

II. BACKGROUND
A. Data model

A widely accepted model for the time series received at
one acoustic sensor due to a sound source emitting a signal
so(t) at location 0, = (ry, 2,) is

M
yn(t,0,) = Z an,M(GS)SO[t —Tm(0s)] +en(t), (1)

where €,(t) is the observation noise, assumed spatially and
temporally white, zero-mean and uncorrelated with the sig-
nal and a,,, and 7, are the replica amplitudes and time
delays respectively. M is the number of signal replicas due
to successive signal reflections between the source and the
receiver. An implicit assumption in model (1) is that the
M replicas observed at the receiver are stable within the
data window, i.e., that the variation in time delays 7, m,
with snapshot n is negligeable and therefore can be ap-
proximated by a single mean value 7,,.
A compact form for (1) is

yn(0s) = S[T(0s)]an(0s) + €n, (2)
with the following matrix notations,
YTL(OS) = [yn(la 08):1/”(2503); e ;yn(T; 03)]ta dim T x 1

7(05) = [11(05),- -, e (65)]",
) 50((T_ l)At—T)]t,

dim M x 1 (3b

so(1) = [s0(—7), - ..

)

)

dim T x 1 (3c)
S[r(65)] = [so(71), - - -, s0(7m)], )

dmTxM  (3d
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Fig. 1. INTIMATE’96: bathymetry map, source track and vertical array position (¢ VA) during Event II, on June 16, 1996.
and of matrix S. Therefore an alternative estimator for the ar-
rival times is given by
t .
an(8s) =[an1(0s),...;an,m(05)]°, dim M x1 (3e)

where T is the number of time samples on each snapshot
n.

B. Time delays and source localization

A classical objective in source localization as well as in
travel-time tomography is to estimate the set of arrival
times 7. Matching that set of arrivals with the model pre-
dicted values is the basis for the source localization pro-
cess and of tomography inversion. A common procedure is
to correlate the received time series with the source emit-
ted signal to obtain the so-called pulse-compressed arrival
pattern.That arrival pattern is an estimate of the chan-
nel impulse response that would be an exact image for a
source signal with an infinite bandwith. It is well known
that the maxima of the arrival pattern provide an optimum
estimate of the arrival times 7,,;m = 1,..., M in the max-
imum likelihood (ML) sens and under the assumption that
the arrivals are uncorrelated, thus

N
imtim =1, M} =arg{max Y || y;'so(7) I’} (4)
n=1

Assuming zero-mean random amplitudes, (2) becomes a
linear random observation model and one may ressort to
second order statistics for estimating 7. Decomposition of
the data matrix Y = [y1,¥2,...,yn] allows for determin-
ing the principal components associated with the highest
singular values that span the same subspace as the columns

{fsm -, M} = arg{max || Ufjso(7) 7}, (5)

where the superscript S denotes that the estimator is
based on the signal subspace. A geometrical interpretation
of (5) is that the arrival estimates are given by the intersec-
tion of the emitted signal continuum so(7), for all possible
values of 7, and the subspace spanned by the columns of
U),s- As a matter of completeness one could as well deter-
mine the arrival estimates as the inverse of the projections
onto the Uy, orthogonal complement - the so-called noise
subspace [4].

Source location can be readily deduced from the above
estimators as the sum of the arrival amplitudes for the
model predicted arrival set for each tentative source loca-
tion. Two estimators will be compared in this paper, one
based in (4)

SO[Tm ] Yn
aML—arg{maxWZZn . oceo.

() =1m=1
(6)
and one based in (5)
dss = arglmax Z || L{”;”] Iy, ee. ()

Estimators (6) and (7) are very similar to those used in
[4] for a range-independent data set. In the present work
normalization by the predicted amplitude a,,(f) of each



arrival was introduced to account for a 12 km wide range-
dependent search interval for. Without that normalization
the source location estimate was biased for the most ener-
getic (first) arrivals and the source was consistently located
at the beginning of the search interval.

C. Redundant arrivals and subspace dimension

In (5) and (7) Uy is a matrix whose columns are the
vectors associated with the M highest singular vectors of
data matrix Y. In practice, and in presence of noise, a
number of low-amplitude arrivals may be undetectable at
the receiver and one problem is that of estimating the di-
mension of the data underlying signal subspace. In this
paper, we used the minimum description length (MDL),
which is a likelihood-based criterium proposed by Wax et
all. [5] for estimating signal subspace dimension in a lin-
ear observation Gaussian model. Recent work has shown
that, for a range-dependent isovelocity propagation channel
and a generic geometry with source and receiver at diferent
depths, the non-redundant arrivals were included in a single
quadruplet[6]. Under some mild approximations this result
could be generalized to non-isovelocity channels and com-
pared to the results obtained in a range-independent event
of the INTIMATE’96 data set where the MDL estimated
signal subspace dimension was found to be in average equal
to four [4].

Similar theoretical analysis is cumbersome, if not imposs-
ible, for a range-dependent environment. However, it is well
known, that in such environment, the quadruplet struc-
ture of the arrival pattern is destroyed, and therefore a
higher number of non-redundant arrivals may be expected,
possibly leading to a higher discrimination and therefore a
better potential for source localization.

I1I. THE INTIMATE’96 RANGE-DEPENDENT DATA SET

The Intimate’96 sea trial took place off the west coast of
Portugal during June 1996. Results obtained in that data
set have been reported elsewhere so the reader is referred
to Demoulin et al. [7] for a complete description of the area
and environmental conditions of the sea trial. The results
presented here address the data gathered during Event II,
from 07:10 to 20:41 of June 16, 1996. The bathymetry map,
the source track and vertical receiving array position are
shown in Fig. 1. The portion of the track until approxi-
mately 12:00 is nearly range-independent therefore we will
concentrate in the remaining portion when the source ship
goes off to the west until 14:30 and then in a arc-shaped
track to the NE and finally back to the vertical array (VA).
Water depth at source location during Event II is shown in
Fig. 2.

During the same period of time CTD’s were continuously
made at the VA location and XBT’s have been performed
at the source position. Fig. 3 shows the sound speed pro-
file calculated from XBT48 (14:03) that was used to initial-
ize ray model TRIMAIN [8] to compute the predicted ar-
rival times and amplitudes for each tentative source range.
The bottom was characterized by a 1750 m/s compressional
speed sandy layer with a density of 1.9 g/cm® and a com-
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Fig. 2. Water depth at the source during Event II.

pressional attenuation of 0.8 dB/A [4]. Bottom impedance
characterization was found to be important for predicting
late arrival amplitudes. Since these amplitudes were used
for data balancing in (6) and (7) their estimation was
critical for source localization over this environment.
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Fig. 3. Sound speed profile from XBT 48 (14:03).

The VA was composed of 4 hydrophones at nominal
depths of 35, 70, 105 and 115 m. The emitted signal was
an 300-800 Hz LFM sweep with 2 second duration and a
repetition rate of 8 seconds. The source measured trans-
fer function was used to filter the signal so used for pulse
compression at the receiver. Fig. 4 shows the source range
estimation results at nominal depths obtained using only
the hydrophone located at 115 m depth with both the ML
and the SS methods (equations (6) and (7) respectively).

It can be remarked that despite the use of a range-
independent ray model the source range (at correct depth)
was correctly estimated at all times except for the largest
ranges (approx. for r > 9 km) corresponding to the
strongest water depth variation of the run (Fig. 2). At-
tempts with range-dependent ray-tracing profiles were un-
successful at the present time.

The source range and depth along track are shown in
Fig. 5, where it can be seen that an evolution of the source
towards or away from the VA contributes to an increase
or a decrease of the dimensionality of the signal subspace
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Fig. 4. Source range estimation during the range-dependent part
of event II: GPS measured (—), ML estimated (-.-) and SS esti-
mated (- - -).

that varies from a mean value of 4 at constant ranges and
a value of up to 15 at ranges of less than, say, 5-6 km.
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Fig. 5. INTIMATE’96: source range relative to vertical array (a),
source depth (b) and estimated signal subspace dimension with
MDL criteria (c), during the range-dependent part of event II,
on June 16, 1996.

These results are in desagreement with the expectations.
What is noted here is that somehow is the source range
variation that has an impact on the dimensionality of the
signal subspace and therefore seems to contribute to decor-
relate the signal arrivals. It can be also noted that during
these portions of the run (approximately 2.5 hours, from
13:00 to 14:00 and from 17:30 to 19:00) the SS method gave
very accurate source range estimations and outperformed
the ML estimator. Various tests keeping a constant sub-
space dimension throughout the run destroyed the locali-
zation.

IV. CONCLUSION

Source localization results in the INTIMATE’96 range-
dependent data set have been reported by Porter et al. [2]
using a direct correlation between the predicted and the
estimated arrival paterns. To some extent these results are
superior to those present in the present paper, specially at
longer ranges. In this paper the goal was to understand the

role of the uncorrelation between arrivals in a source track-
ing run over a range-dependent environment. In particular,
from the analysis of over 6 hours of source range tracking in
a 130 - 160 m water depth range-dependent environment,
it was found that the number of independent arrivals varies
significantly with the source range either outwards or to-
wards the receiving array. At a constant range of 8 km, over
an arc-shaped track, the number of uncorrelated arrivals
defaults to approx. 4 or 5, despite the range-dependent na-
ture of the propagation line. The source range estimation
results given by the ML and the SS estimators are equiva-
lent, except for the portions with stronger range variation
where a correct tracking of the subspace dimension gave
some advantage to the SS method. In conclusion one may
ask what could be the advantages of using the SS method
over the ML or the correlation based method of Porter et
al. At this point only two advantages can be pointed out:
one is theoretical and deals with the analysis of the princi-
pal components of the data and the understanding of their
connection with the physical behaviour of ray-propagation.
The other is practical and relates to the higher resolution of
the SS method when compared to the ML method in cases
of limited source signal bandwith (see simulated examples
in [4]). Unfortunately there are also some drawbacks which
are: a higher computational burden and a lower accuracy
when compared to the direct correlation method of Porter
et al..
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Travel-time-based tomography is a classical method for inverting sound-speed perturbations in an
arbitrary environment. A linearization procedure enables relating travel-time perturbations to
sound-speed perturbations through a kernel matrix. Thus travel-time-based tomography essentially
relies on the inversion of the kernel matrix and is commonly called “linear inversion.” In practice,

its spatial resolution is limited by the number of resolved and independent arrivals, which is a basic
linear algebra requirement for linear inversion performance. Physically, arrival independency is
much more difficult to determine since it is closely related to the sound propagating channel
characteristics. This paper presents a brief review of linear inversion and shows that, in deep water,
the number of resolved arrivals is equal to the number of independent arrivals, while in shallow
water the number of independent arrivals can be much smaller than the number of resolved arrivals.
This implies that in shallow water there are physical limitations to the number of independent travel
times. Furthermore, those limitations are explained through the analysis of an equivalent
environment with a constant sound speed. The results of this paper are of central importance for the
understanding of travel-time-based shallow water tomography.20@0 Acoustical Society of
America.[S0001-496600)01212-1

PACS numbers: 43.30.Pc, 43.60.RiML.B |

I. INTRODUCTION acoustic arrivals can be easily resolved for long-range propa-
gation. In shallow water the interaction of sound with the
Ocean acoustic tomography has been suggested in thgean boundaries plays an important role and time resolution
last two decades as a powerful tool for large-scale oceabf closely spaced arrivals is generally an important practical
temperature monitoring. In contrast with standard “local” jssue. As an example, Fig. 1 shows a typical shallow water
and “direct” methods, ocean acoustic tomography can bechannel impulse response estimate. It is clear from that fig-
used to remotely determine mean current and temperatuigre that initial arrivals are unresolved, while late arrivals are
evolution through time in an ocean volume bounded by avell resolved and “clustered” in quadruplets. From ray-
system of acoustic sources and receiérslravel-ime- tracing predictions it can be shown that most of the initial
based tomography has been widely used in the context afnresolved arrivals correspond to refracted and bottom re-
ocean acoustic tomography to invert for sound-speed pertuftected eigenrays, while the quadruplets correspond to sur-
bations of a backgrountteferencg profile!~> For instance,  face and bottom reflected eigenrays. An important feature in
tomographic inversion can be performed by linearizing thethis example is the significant number of resolved arrivals. In
integral relationship between perturbations in travel time andhe context of travel-time-based shallow water tomography,
continuous perturbations in sound speed. After linearizationand through linear inversion, it seems reasonable that those
the perturbations in travel time are related to a set of discretgyrivals should be used to achieve a high spatial resolution of
perturbations in sound speed through a kernel matrix, whickound-speed estimates. This would be the case providing that
depends on stable eigenrays of propagation. Sound-spegl the resolved arrivals are independent, i.e., that all the
perturbations can be estimated by calculating a generalizegcoustic arrivals that can be identified from one transmission
inverse of the kernel matrix and relating back the set okg another correspond to “pieces” of information indepen-
sound-speed perturbations to travel-time perturbations. Thigenﬂy related to the perturbation of sound speed. This as-
technique is sometimes called “linear inversion” and its sumption seems to be implicitly accepted in some of the
spatial resolutiorii.e., the number of depths at which sound- stydies concerning linear inversidf® Nevertheless, it is
speed perturbations can be reliably estimatedundamen-  shown in this paper that for shallow water the number of
tally limited by the number of resolved—and as we will seejndependent arrivals is in fact smaller, and in some cases
independent—arrivals. much smaller, than the number of actually measured—
Despite the significant number of references related tQggolyed—arrivals. This result implies that in shallow water
linear inversion most studies are limited to its application i”part of the acoustic arrivals carry redundant information and
deep water, where the effects of sound reflection on theerefore there are fundamental physical limitations to the
ocean boundaries can be, to a certain extent, neglected, afimper of independent arrivals. Furthermore, and most im-
portantly, this paper shows that the redundancy of shallow
dElectronic mail: orodrig@ualg.pt water stable arrivals can be explained through the compari-
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' ‘ ; ‘ order perturbation in travel time, while the path of the eigen-
ray is not affected by this perturbation. In this sehsecor-
responds to a stable eigenray an@nd Tio can be considered

as resolved travel time®r resolved arrivals It is clear that

oal , the number of perturbations in travel time should be equal to
the number of resolved eigenrays or, correspondingly, to the
number of resolved arrivals. By “collecting” a set @f per-
turbations in travel time and representing the acoustic wave-
guide as a system composed loflayers, one obtains the
following linear systent:

025 b

Relative amplitude
©
o
T
1

°
T
I

y=Ex+n, 3)

005 : ‘ 1 wherey=[A7AT,...A77]', X=[6C,6C;...5¢.]", eachsc;
is an average obc(z) in thejth layer, andn represents the
‘ ‘ ‘ ‘ . ‘ ! ) contribution of noise to the set of observationsSince the
300 350 400 450 500 550 600 650 700 . . . . . . . .

Relative time (ms) linear inversion will be tested with simulated data it will be

) . ) considered in the following that there is a perfect match be-

FIG. 1. Typical shallow water short-range arrival pattern showing unre- . . .
solved(initial) and resolvedlate) arrivals: resolved arrivals are “clustered” tW€eN both .S!d(?s .Of the equation and the observations are
in groups of quadrupletgeal data, taken from Jeses al. (Ref. 6)]. fully deterministic(i.e., n=0).

Matrix E, dimensionTXL, is called the “kernel ma-

son of the original waveguide with an isovelocity equivalent.trix,” the & of which have the following structure:
Therefore, as a contribution to the general problem of acous- Asi; As;,  As,
tic tomography this paper presents the set of fundamental ¢=|-— e
requirements for successful tomographic inversion of acous- on Coz  Co
tic data in the context of travel-time-based shallow watelwhereAs;; stands for the length of rayinside layerj with
tomography. This paper is organized as follows: Sec. Il prei=1,2,..T andj=1,2,...L.. The choice of the number of lay-
sents a brief theoretical review of linear inversion. This re-ersL can be done in many different ways. In gendrais
view is used in Sec. lll to show, through simulations, that formade as large as possible and in practice it is often larger
deep water the number of independent arrivals is equal to theanT. Under this assumption af>T, Eq.(3) consists of an
number of measured resolved travel times, while in shallowunderdetermined system of equations that has more un-
water the number of independent arrivals is much smalleknowns than equations, and therefore has an infinite number
than the number of actually measured resolved arrivals. Thef solutions. Formally, the columns of matri form a de-
results of shallow water simulations are explained in Sec. I\pendent set and, in practice, there is also no guaranted that
through the comparison of the original acoustic waveguidgows of E are linearly independent, which is equivalent to
with an isovelocity equivalent, and conclusions are drawn insaying thatE may be rank deficient. In terms of the under-
Sec. V. lying problem of time delays and sound-speed perturbations,
rank deficiency means that not all resolved arrivals carry
Il. LINEAR INVERSION: THEORETICAL BACKGROUND independent sound-speed information. Straight linear algebra
_ tells us that such a system of equations has a solutidout
It can be shown on the basis of ray theory that the pertnat solution is not unique; that is to say that further infor-
turbation in travel time of an acoustic pulse can be writtenyation is needed to pick one among the possible solutions.

, 4

2 ; ) .
as The set of possible solutions are those that satisfy the system
A J ds J ds W of equations
T e@ o) EX=p, (5)

whereT" and T’ represent the eigenrays corresponding, rewherex=[E'E] ‘E'y and therefore is the projection ofy
spectively, to the perturbed and background sound-speeshto the column space &. If such additional information is
profilesc(z) andcy(z). The background sound-speed profile not available, the solution of Eq5) is the one that has
Co(2) is considered to be known, for instance, from historicalminimum length. That solution is generally called the mini-
data. For small perturbations of sound spe®{z)=c(z) mum norm solution and is given by the pseudoinverse
—Co(z)<cy(z) one can takd'~T', so the previous equa- P
tion becomes x'=Ey. ©)
ds ds 5c(2) The pseudoinvers&” is efficiently computed through the
Ari=7—1 f ~ J’ singular value decompositibn(SVD) of matrix E, E
r r =USW, which provides a way of dealing with the rank Bf
2) by analysis of the singular spectra, ,o>,...,07, diagonal
where the integral is taken along the unperturbed eigenragntries ofS, and further selection of the significamt in the
I';. The fundamental statement of this relationship is that &8VD. However, such selection can not be done in a unique
first-order perturbation in sound speed leads only to a firstmanner since it generally depends on the particular charac-

@ Jre@  Jr o
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teristics of the problem. And even with the SVD solution wherex! is the inverse solution obtained from E@) and
being a minimum norm solution, nothing guarantees thatalculated with the first singular values. The “real” pertur-
such solution will be close to the searched solution, which idation x is calculated fromsc(z) (which is known in our
to say that minimizind/x”| does not imply the minimization simulated caseaccording to the adopted depth discretiza-
of [|x*—x]. tion. Using the functionaE(i) one can obtain the following

Finally, once the rank of the kernel matrix has beenestimator of the number of independent arrividls
calculated, the minimum norm solution can be written as

x*=V,5 Uy, (7)

where subscript=rank (E), and denotes that matric¥sand
U are formed by their first singular vectors, and matr§ is
square with its firsthighesj singular values along the diag-
onal.

I§I=arg{m_inE(i)}. 9

The minimum ofE(i) does not have to be a minimum in the
conventional sense since solutions wiNl=1 or N=T will
also be admitted. IN=T (which should not be surprisifng
the natural conclusion is that all resolved arrivals are inde-
pendent and therefore they all contribute with independent
IIl. SIMULATION TESTS information to the tomographic inversion. However, Nf
<T (and from ray tracing there is no apparent reason for this

Using the theoretical background presented in the previto be s9, then the unexpected conclusion is that oNlpf T
ous section, travel-time-based tomographic inversiorresolved arrivals are independent, and the remaibrgT
through ray-tracing simulations is tested to determine the&onvey redundant information. Those redundant arrivals will
number of independent arrivals in both deep and shallomot contribute with additional information to the tomogra-
water scenarios. For each scenario a background and a pgghic inversion. It will be shown in the following subsections
turbed sound-speed profil&SH are chosen in order to ob- that in deep water one obtains the “expected” conclusion
tain a negative perturbation of sound speed, which corre¢(N=T), while in shallow water part of the resolved arrivals
sponds to positive perturbations in travel time. For each SSBre redundant, i.eN<T.
a set of eigenrays is calculated and the set of stable eigen-
rays, resolved arrivals, and corresponding perturbations iﬁ" Deep water test
travel time are determined. The kernel matri, is con- The well-known analytical expression for the Munk ve-
structed with the stable eigenrays and then the inverse sollscity profile was used to generate the S$&= left panel of
tion is calculated from its SVD. When dealing with real dataFig. 2). Following the geometry of a real experiménhe
the number of independent eigenrdyéwhich is the same as acoustic source and the receiver depthszarel500 andz,
the number of independent arrivalsan be estimated by us- =1650 m, respectively, the depth of the acoustic waveguide
ing statistical criterid:® Since the test case presented here iss D=4100m, and the distance separating the source and the
fully deterministic, an alternative method for estimating thereceiver isR=270km. The asymmetrg,# z, is intentional.
rank of matrixE is proposed. That method takes advantagen fact, as discussed by Mursk al.? by locating both source
of the structure of the inverse solution based on the SVD o&nd receiver at the same depth one gets symmetric eigenrays,
the kernel matrix, which was discussed in the previous seowith turning points at the same depths. Therefore, those

tion, and introduces the following functional: eigenrays sample the ocean in the same way and constitute a
IXF— X2 preliminary source of redundancy in the kernel matrix, which
E(i)= W, (8)  should be avoided. After eigenray ray tracing for the back-
X

ground and the perturbed SSPs, a set of five RR stable eigen-
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Desp Water Test acoustic source at deptj=90 m, the hydrophone at depth

! ! ! ! z,=115m and rang&k=>5.6 km, and the total depth of the
waveguide beind =135m. As in the deep water test, the
asymmetry z;#z, avoids the redundancy of symmetric
28 . eigenrays with equal turning depths. From ray tracing it can
26l i be found that all eigenrays are of RBR or SRBR tyfese
Fig. 5. The RBR eigenrayfFig. 5@)] are not stablésee left
box of right panel of Fig. #and therefore they can not be

T 1 used in the tomographic inversion. The SRBR eigenrays
2t 1 [Fig. 5(b)] are stable and “clustered” in quadruplets and are,
ek ] therefore, suitable for inversion purpos@ee right box on

right panel of Fig. 4 In general, the clustering of arrivals
depends on the particular characteristics of the waveguide
geometry and associated SSP. For the shallow water environ-
130 1 ment and SSP of this test one can remark that each quadru-
‘ ; i ; L i plet contains the arrival times, ordered according to the

i general sequence,

FIG. 3. Deep water test: Estimation of independent arrivals; the projection (7o 1+ Tams Toms Toms 1) » (10
of the minimum[Eg. (8)] onto the horizontal axis indicates the number of )
independent arrivalsl. where the index of each represents the number of reflec-

tions on the surface or bottom of the corresponding eigenray,

rays and one surface-reflected—bottom-reflect&RBR ~ @ “+” or a “ —" sign indicates whether that eigenray was
stable eigenray were foun@ee right panel of Fig.)2 The launched toward the surface or toward the bottom, respec-
reflected eigenray should be considered in a somehow form&lVely. To calculate the kernel matrix an homogeneous layer
way (in fact this is the only eigenray that spans the entired"id was introduced. Each layer has a thicknass=4m,
water column since in real conditions the amplitude of Which is four times more than the spatial resolution of the
SRBR eigenrays is difficult to detect over the level of envi-discretized sound-speed profile. The depth of every layer in-
ronmental noisé.Using Eq.(8) it can be found thaN=6 terface was coincident with every fourth depth of the dis-
(see Fig. 3. From this result it can be concluded that all the cretized sound speed. To simplify the calculations, additional

resolved arrivals are independent and this is the “expected’nterfaces were added at depths z, andD, which were
conclusion. not included in the homogeneous grid. Thus a total of 36

layers was used to calculate the kernel matrix. The sound
speed for each layer was the average of the discretized sound
speeds contained within the layer. The functioB@) was

The shallow water background SSP for this test correcalculated considering a total of 20 resolved arrivals. How-
sponds to the mean profile from conductivity, temperatureever, its minimum is reached &=4 (see Fig. 6, which
depth (CTD) data used in Jesust al;® a particular profile indicates that only 4 of the 20 resolved arrivals are indepen-
from the same data was considered to be representative dént, while the other 16 are redundant. It should be remarked
the perturbed SSBee left panel of Fig. ¥ The geometry of that this result is in agreement with a statistical estimation of
propagation was taken also from that reference, with theincorrelated paths presented in Jestal® It is clear that

B. Shallow water test

Bakpondand P WPy Background and perturbed trave! times
T — T

T T

I ‘ ‘ o ! FIG. 4. Shallow water test: Back-
. ; groundcy(z) (dotted-dashed lineand
- @BID 0000 - 0006 0000 O 0 00 0o 00 o0 oo perturbedc(z) (continuous ling SSPs
b ! (left); backgroundr, (lower sequende
and 7 (upper sequengetravel times

I
oo oo - bo 0o co 00 00 00 ! . o
" ! Fo00 ool °© eereoy (right), left box indicates unstable ar-
I }i : ! rivals, right box indicates resolved ar-
" R S S S TR rivals.
1
1 Il I L il L Il Il
[T T 1A T 3 T 1 S I /B B 3.75 3.8 3.85 3.9 3.95 4
Sont ik Time (s)
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FIG. 5. Rays of propagation for un-
stable arrivals(a) and stable arrivals
(b). (For simplicity only the first three

W

el

\\@@ ( \. /\. ‘/,}"‘\‘,\ ,//’\\Q ““ quadruplets are shown.
BN \‘//\0)‘(0“ ’:@o‘\\\v

NN N
A

/N

the result depends deeply on the particular structure of theays contains a “piece” of independent information. In
kernel matrix, which will be discussed in the following sec- mathematical terms this assumption states not only that rank

d‘ §
0

SO

\/0 %\ Y
QO

tion. (E)=4, but also that for a given quadruplgthe correspond-
ing four rows inE are linearly independent, and can be used
IV. DISCUSSION to calculate the four rows of any other quadruplet. However,

within the context of ray theory there is not a clear explana-
Tion to support this assumption. In part this is due to the fact
that, for a generic sound-speed profdg(z), one can not
derive explicit analytic expressions for each re@wof the

The simulation results obtained in the previous sectio
show that the number of independent arriv@sd therefore,
of independent eigenraysan be much lower than the num-

ber of resolved arrivals. It follows from those results that ernel matrix, thus “hiding” any possible dependence be-

there are fundamental physical limitations to the number o .
ween different sets of rows. In general, for a shallow water

independent parameters available for travel-time tomOgraWaveguide, one can expect that most of the SRBR eigenrays

phy. However, the general understanding of the simulation . . L
: e re characterized by steep launching angles and by a signifi-
results still remains incomplete because those results on@

savhow manvof the eigenravs are independent. but they do ant number of reflections on both surface and bottom. As
no¥ saywhichygre the igr]1depeyndent eigeﬂrays ar’1d the re);so%he number of reflections Increases, the_ shape of the SRBR
for being so. Intuitively it seems reasonable to admit thate'gem&“./S tends to be gloser 0 strmg_ht lines. Therefore, for a
each set of eigenrays, corresponding to a particular quadrl\f\-/"’“/e“:]UIde geomgtry like thg one discussed in the shallow
plet, are independent ,and therefore, that each of those eige\ﬁvf”m.ar test, .bUt W'th. an equlvalent_—constant_—sound-speed

' ' ' profile, the isovelocity kernel matrix can provide a reason-

Shalon Water Teet able approximation to the original matrix Moreover, for a
' . ' \ . - ; . constant,, each row ofe can be explicitly calculated, mak-
T | ing it possible to understand which eigenrays are the inde-

ool i pendent ones. Those results can provide fundamental knowl-
edge related to the structure of the original kernel matrix, and
o8 1 thus provide an answer to the questions discussed in the

beginning of this section.
In general, an SRBR eigenray launched to the surface

0.7 B

Fost : i can arrive at the hydrophone after being reflected an odd
number of times th—1, or after being reflected an even
st . number of times &, wherem can take the values 1,2,....

The same kind of reasoning can be applied to an SRBR
eigenray being launched to the bottom. Thus for a fired

there are four types of eigenrays connecting source and re-
ceiver. In the isovelocity case the launching angles of these

04r b

03r -

o2f TR four eigenrays can be derived by inspection and are given by
0 2 4 6 8 10} i2 14 16 18 20
)
FIG. 6. Shallow water test: Estimation of independent arrivals; the projec- (2m—2)D+2z.+z2
tion of the minimum[Eg. (8)] onto the horizontal axis indicates the number tan 9; = s
m—

of independent arrivaldl. R ’
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2mD+z,—z, &m_1=[2MAz2mAz...(2m—S)Az

tand,,,= = ,
11) +z4(2m—1)Az...(2m—-1-R)Az
_ 2mD—zs—z, +z(2m—2)A 2m—2)A
tanGZm_l:—R , Zr( m ) Z( m ) Z],
&m=[2MAz2mAz...(2m—S)Az+z(2m—1)Az...
_ 2mD—z4+2z,
tan02m=T, (2m—1+R)Az—2z2mAz...2mAz],
_ (19
where the convention of the+" or a “ —" sign was al- &m=[2mAz2mAz...(2m+S)Az
ready introduced in the dis_cuss_ion _of the shallpw water test. —7z(2m+1)Az...(2m+1-R)Az
The number of total reflections is given by the index of each
6. There is no practical sense in calculating thefor large +z,2mAz...2mAz],

values ofm because the contribution of a particular eigenray _
to the pressure field decreases as the number of reflections ©m+1=[2MAz2mAz...(2m+S)Az

increases. Furthermore, the arrival times correspond to —z(2m+1)Az...(2m+1+R)Az
R
- _ —z,(2m+2)Az...(2m+2)Az].
= 12 r
Tm T ycoso (12

It follows from the previous set of equations that the rows
For an isovelocity SSP the clustering of arrivals depend®-'~ can be calculated recursively, through the relationship
mainly on the particular values @, z , D, andR. How-

+/— = - /- _
ever, by taking the values used in the shallow water test, and  &m+1~ €&m-1=€m+2~ &m =[2422Az...2A7]. (16)

takjng Co= 1510 m/s, it can _be found_ that the set of four o shown by Eqs(15), every four rowsg corresponding to
arrivals will be ordered again according to the general seg given quadruplet are independent. Furthermore, sinie

quence Eq(10). For the sake of simplicity let us consider 5 common factor to all the components of each @wthe
further that the linear inversion is performed with a sefjof gt Eqs (16) indicates the linear dependence between each
quadruplets, sd =4q. A simple choice of the layer system i of rowse ande . . In this way, the previous analysis of
consists in selecting a homogeneous grid composéday- e jsovelocity kernel matrix indicates not orfipw manyof

ers, each with a thicknessz=D/L. The layer thickness will ¢ eigenrays are independgsince the analysis shows that
be taken sufficiently small to separate the source and thFank(E)=4], but indicates also in detaivhich are the inde-
receiver with at least a single layer, i.e., the layer mdexe*‘bendent eigenrays. For the case of a more generic sound-

will obey the following order: speed profileco(z), as the number of reflections increases,
j=12,.L=1,2,...5,5+1,...R,R+1,.L. (13 one notes that the slope of each SRBR eigen_ray approaches a
constant, given by the slope of the launching angleétan
The indexesS and R correspond to the integer parts of Also significant is that the length of a single eigenray cross-
z;/Az andz /Az, respectively. Furthermore, for the travel- ing a particular layer approaches the rafia/siné. In this
time sequence given by E¢LO) the isovelocity kernel ma- way, the general structure of E¢45) suggests that, for the

trix can be written as shallow water test, each row & can be approximated as
[e] [AsyAsyy--Asy Jich Az Az Az
e2 [AS21A322ASZL]/CS Q%alx Mllc_(z)lMIZC_(Z)ZMILC_gL 1 (17)
2
B 23 B [23312532”'253L];C2 wherea;=(sing) ! and M;; represents the number of times
E=|€|=| [ASuASsy ~Asy] Cg that the eigenray crosses the laygr Through further anal-
& [ASs;Assy - Ass [/Co ogy the set Eqs(15) guarantees that there are at least four
: : different types of row componentsince the layer thickness
L €7} [AstiASty - 'ASTL]/CS is not a common factgrand that guarantees the linear inde-
' . . . pendence of those four roves, corresponding to a particular
am-1XEM-1 quadruplet. The analogy to Eq4.5) allows one to note also
Q;MX %-FM that
@om* Eam Az Az Az
= Wom+1X €Mt 1 : (14 ei4~aiaX| (Miz+2) o (Miz+2) (M. +2) |,
+ + Co1 Co2 CoL
om+1X €M+ 1 18)
- a'2_M+2qfl><ez_M+2q71_ which brings back the linear dependence between each pair

of rows ¢ and e 4. Thus the analysis of the isovelocity
where a;’-:(cg sin 0,;”)‘1, and the index BI—1 repre- kernel matrix, and its analogy to the kernel matrix of the
sents the number of even reflections of the first eigenrayriginal shallow water waveguide, provide a full understand-

within the first quadruplet. The rows,/~ are given by ing of the results of the shallow water test.
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V. CONCLUSIONS presented in this publication. Their detailed remarks con-
cerning some incomplete aspects of the material presented in
the first version of the manuscript undoubtedly guided the

water tomography it is of fundamental importance to deterauthors to develop a fundamental improvement of that mate-

mine the number of independent resolved arrivé®s;with rial.

real data the. e.s“matlon of mdgpendent erlvals can _be d_Oﬂ@W. Munk and C. Wunsch, “Ocean acoustic tomography: A scheme for
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On the basis of this analysis the following conclusions
can be drawn(l) in the context of travel-time-based shallow
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