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Abstract— Source localization with vertical arrays in
shallow water has been a topic of intense research in the
last 20 years. Although horizontal arrays can (and have)
been used, vertical arrays are better suited for extracting
signal modal structure and thus provide a source-location
estimate in range and depth. It is well known that broad-
band signals have a localization capability superior to that
of narrowband signals. One question that remains largely
unresolved is whether frequency extent can compensate
for the spatial diversity provided by sensor arrays, i.e.,
at the limit, can a broadband signal be localized with a
single sensor 7 This communication presents theoretical,
simulated, and practical evidence that a multipath-delay
maximum-likelihood estimator does provide enough sig-
nal to background discrimination for localizing a 500 Hz
bandwidth signal at 5 km range in a 130 m depth shal-
low water channel with a single hydrophone. The real
data used in this study was collected during the INTI-
MATE’96 experiment which was conducted off the west
of Portugal in June 1996 during an internal tide tomog-
raphy experiment. Comparison with localization results
provided by direct match between the received and the
model-generated arrival patterns will be discussed.
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I. INTRODUCTION

Classical matched-field processing (MFP) methods
mostly use vertical or horizontal hydrophone arrays with
significant apertures in order to obtain sufficient source
location spatial discrimination. Single sensor localization
was first presented by Frazer [1] based on a technique sug-
gested by Clay [2]. In both of these studies, results were
obtained using simulated data by reverse correlation of
the received time-series with the model predicted received
signal. The lack of spatial aperture was compensated for
by full time- domain processing. Time domain match-
ing is highly dependent on the ability of the numerical
models to predict actual received signal amplitude and,
more importantly, the signal phase. In order to avoid the
dependence on exact phase prediction, incoherent MFP
has been suggested [3] and successfully applied on real
data (for example in [4],[5]). Time domain source local-
ization was actually achieved by Brienzo et al. [6] using
data received on a vertical array in a deep water area

on the Monterey fan. In this case a generalized conven-
tional beamformer was used for recombining the received
data in time domain (matched-filter) and then between
sensors in space domain (beamformer). Evidence of sin-
gle sensor time-domain source localization and tracking
has been demonstrated recently by Porter et all. [7],[8].
This paper presents two types of methods: the first type
computes the classical maximum- likelihood estimate of
the channel multipath arrival times and searches for the
source location for which the time delay set best matches
the estimated arrival times. The solution is equivalent
to a maximum-likelihood estimate of the source location
constrained to the given acoustic model. The second type
of methods makes the further assumption that there are
features (like clusters of acoustic arrivals) that are decor-
related, allowing for signal-noise subspace splitting. In
that case estimating source location is equivalent to mea-
suring the distance between the estimated signal sub-
space and the subspace spanned by the delayed source
signal paths given by the acoustic model. This paper
compares the results obtained by those methods and dis-
cusses differences with those obtained in [7],[8].

II. LINEAR DATA MODEL

According to the linear data model, the received acous-
tic signal due to a source at location 6, = (rs, z5) is given
by

Yn(t,05) = pa(t, 05) * so(t) + €n(t), (1)

where p is the channel impulse response, sq is the wave-
form transmitted by the source and e is the noise se-
quence, assumed spatially and temporally white, zero-
mean and uncorrelated with the signal. Under the as-
sumption that the medium between the source and the re-
ceiver behaves as a multiple time delay-attenuation chan-
nel, its impulse response can be written

pn(tv 95) = Z an,m(HS)(S[t - Tm(QS)]v (2)



where the {anm(0s)} and {7,,(05)} are respectively the
signal attenuations and time delays along the M acoustic
paths at time snapshots n = 1,..., N. In (2), the time
delay variability within each data set of N snapshots has
been neglected. In a more concise matrix notation (1)
can be written as

yn(0s) = S[T(6s)]an (6s) + €n, (3)
with
7(0s) = [11(0s), ..., 7 (05)]', (4a)
S[T(0:)] = [so(m1), - - -, s0(t — 7ar)]; (4b)
an(0s) = [an1(0s), - - - an,nr(0:)], (4¢)
so(7) = [s0(—=7),...,s0(TAt — 7)]*, (4d)

where T is the number of time samples in the emitting
waveform and At is the sampling interval. Equation (3)
forms a linear model on the amplitude vector a, where
further assumptions on the relative dimensions and rank
of matrix S and noise distributions allow for different
solutions for the estimation of 7.

III. TIME DELAY AND AMPLITUDE ESTIMATORS

Estimating 7 in (3) is a sort of classical two-step prob-
lem that may be easily addressed using least squares
(LS), or under the Gaussian white noise assumption, as
a generalized maximum likelihood (ML) problem. In ei-
ther case, the first step consists of the estimation of a
that is: determine a that minimizes

e(t,a) =[|y —S()a %, (5)
whose solution is well-known to be
a=(s"s)'s"y, (6)

where  indicates complex conjugate transpose. The sec-
ond step proceeds by plugging (6) into (5) and gives a new
function to be minimized,

e(t) =| y"S(r) |I%, (7)

which is now only a function of delay vector 7. Pass-
ing from (5) to (7), requires the additional assumption
that the matrix S is orthogonal, i.e., that SHS = I
In terms of propagation, that assumption is equivalent
to assuming that signals travelling along different paths
suffer uncorrelated perturbations. Whether this occurs
in practice depends on a variety of factors. The descrip-
tion above assumes that only a single measurement y is
available. If instead there are N randomly distributed
vectors Y = [y1,...,yn], a formulation similar to that
followed above leads to

= Z I y8(r) | 5)

In this case, one can estimate the M time delays from
the M highest peaks of function (8), i.e.,

N

M} = arg{max Y |l yiso(r) |%}.

n=1
(9)
Once model (3) has been adopted, an additional as-
sumption on the mutual decorrelation of the multipath
amplitudes (assumed as random and zero mean), allows
one to extend the LS/ML method above, to subspace
(SS) separation based methods. In fact, the linear model
(3) allows one to characterize the signal part as covering
a K (< M)-dimensional subspace where K is the number
of uncorrelated paths (or groups of paths) in the received
signal-this is the signal subspace. It can be shown[9] that
the M eigenvectors {uy,...,up } associated with the M
largest singular values {oi,...,0p} of data matrix Y
provide the optimal estimate of the signal subspace. In-
deed the vectors u,,;m = 1,..., M span the same (sig-
nal) subspace as the M signal replicas s(11),...,8(7am)-
Therefore, considered as a function of search delay T,
the projection of the signal replicas onto the subspace
spanned by the first M eigenvectors will be a maximum
for 7 =7;m=1,..., M. Thus we seek the maxima of
the functional

{7nsm

e(r) =|| Ufyso(7) |1%, (10)
where Uy = [uy,...,up]. Using (10), the associated
signal subspace (SS) based time delay 7,, estimator can
be written

{Tsm -, M} = arg{max | Ufyso(r) [} (11)

Similarly, knowing that Uj; and its complement
Ur_py = Uij split the whole space ®” into two or-
thogonal subspaces, the projection of the signal replicas
onto the Uj; subspace complement will tend to zero for
the same true values of 7. Therefore, the noise subspace
based time delay 7, estimator is given by

L —
P im=1,... M} = arg{max | UZ_so(m) 17171,
(12)
where the matrix Ur_py = [up41,...,ur] is formed

from the data eigenvectors associated with the M +1to T
lowest eigenvalues. These eigenvectors span the subspace
containing the non-signal components so the estimator is
generally called the noise subspace estimator.

IV. SOURCE LOCALIZATION

The source localization problem can be readily deduced
from the last section both for the LS/ML and the sub-
space splitting methods. Until now only the received sig-
nal was used for analysis but source localization requires



data inversion for source properties. That means, in par-
ticular, that the medium where the signal is propagating
has to be taken into account using a specific propagation
model to solve the forward problem. The propagation
model determines a set of time delays at the receiver for
the given environment and for each hypothetical source
location. Let us define 7(0) as the model-calculated time
delay vector for source location 6, conditioned on a given
environmental scenario. For all possible values of 6 in a
set O, the vector 7(#) will cover a continuum on an M
dimensional space as does the source replica vector. A
constrained LS/ML based estimate éMLS of source loca-
tion 05 will be, according to (8)-(9), given by the value
of 0 that satisfies

N
1 H 2
r;}g;NnE:l | SO yn I7, 0€0©. (13

The resulting source location estimator can therefore be
written as

N M

bus = arg{max Do IIsolmm®]yn 17}, 6€0.
n=1m=1

(14)

Similarly starting from (11) for the SS approach, the
source location estimate corresponds to the maximum
of the sum over paths of the projections of the replica
signal for each time delay set onto the estimated signal
subspace,

M

dos = arsas 3 | Vsl @) ), 0 €0,
(15)
Finally, for the SS* approach, the ambiguity function
is searched for the minimum of the sum over paths of the

projections onto the noise subspace estimate,

M

fssr = arg{r,;l(ieg oI ysolm (O] 7}, 0 €O
m=1

(16)
V. REAL DATA RESULTS

The INTIMATE’96 sea trial was primarily designed as
an acoustic tomography experiment to observe internal
tides[12]. That experiment took place on the continen-
tal shelf near the town of Nazaré, off the west coast of
Portugal, during June 1996. The experimental scenario
during phase 1 of the experiment is schematically shown
in Fig.1. The scenario involves an approximately range-
independent 135 m depth waveguide excited at one end
by a stationnary sound source. The source is at 92 m
depth and emits a 2 s long 300-800 Hz LFM sweep which
is received at the other end on a single hydrophone lo-
cated at 115 m depth and at 5.5 km range. The environ-
ment is characterized by a downward refracting profile
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Fig. 1. Experimental scenario for phase 1 of INTIMATE’96.
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Fig. 2. Arrival pattern using the LS estimator for a sound source
at 5.5 km range and 92 m depth received on a sensor at 115 m
depth. Vertical lines on time axis represent Bellhop predicted
arrival times.

The received pulses are processed using the LS esti-
mator (9) with N = 35, to obtain the arrival pattern
as shown on Fig.2. It can be observed that the emitted
pulse is subject to a strong multipath effect extending
for more than 0.5 seconds. Figure 2 also shows, the cor-
responding Bellhop[10] predicted arrival times that are
represented by the vertical lines on the time axis below
the arrival pattern. The agreement between the peaks of
the arrival pattern and the predicted ray arrival-times is
nearly perfect for this case.

The first problem encountered when processing the real
data using the subspace based methods was the estima-
tion of the number of existing paths, M, in equations
(11)-(12) and (15)-(16). In principle, M can be predicted
by the acoustic model for each source range and should
be equal to the rank of matrix S. However, in practice, it
was found that the matrix S was largely rank deficient,
and the number of estimated uncorrelated paths (or path
groups) was much smaller than the number of predicted
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Fig. 3. Estimated number of uncorrelated paths: with Akaike’s
(AIC) criterion. The start time is 17:20 June 14, 1996.

paths M. Figure 3 shows the number of estimated paths
for a 20 hour long run using the classical Akaike Infor-
mation Criterion (AIC) [11]. It can be seen that the
estimated number of paths varies from 4 to 5 for AIC

while the exnected (at least from the rav-model nredic-
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Fig. 4. Range-depth ambiguity surfaces with the following estima-
tors: least squares, LS - eq. (14), (a), signal subspace, SS - eq.
(15), (b), and noise subspace, SS*, eq.(16), (c).

TABLE I
INTIMATE’96 experiment, phase 1: estimated mean
source range and depth using estimators least squares
(LS), eq.(14), signal subspace (SS), eq.(15) and noise sub-

space, SS*, eq.(16).

range depth
(km) (m)
mean std mean std
LS/ML 5.2 0.55 81 35

SS 5.2
Sst 4.99

As an example the results obtained for simultaneous
range-depth estimation are shown on Fig.4. For this par-
ticular run all three estimators provided approximately
the correct source location at 92 m depth and 5.4 km
range. This was not always the case during the whole
data set, which lasted for over 20 hours. Table 1 shows
the mean localization results and the associated stan-
dard deviations for all three estimators. Apart from
a small bias, source range was relatively well retrieved
while source depth has a large standard deviation. How-
ever, if we separate the range-depth estimation problem
and consider the estimation of depth at known range, we
get accurate estimates of depth as well[13].

0.54 91 38
0.42 63 30

VI. DISCUSSION AND CONCLUSIONS

The same data set has served for the results presented
by Porter et al. [7],[8] and those presented here. The
method proposed by Porter is based on the correlation of
the logarithm of the received arrival pattern (9) and the
logarithm of the predicted arrival pattern. The resulting
estimator accentuates the basic arrival pattern (in terms
of arrival times) rather than the arrival amplitude. How-
ever, as the processor is based on a correlation of the
complete time-series it is sensitive to both the peaks and
valleys of the data. In the present study, greater empha-
sis is placed on the arrival-times of the individual paths.
In fact, the match function given by (14) is made only
for the predicted arrival times. In other words, only the
peaks of the arrival pattern (assuming the correct pre-
diction of time delays) are used. Obviously, the result
will be optimal if the peak locations are correctly pre-
dicted and resolved, and this is why subspace methods
have been introduced for time-delay resolution enhance-
ment. This paper has also shown that time delays can
be derived from the intersection of the signal subspace
estimate and the subspace spanned by the replica sig-
nals. These method, used in conjunction with a suit-
able acoustic model conditioned on the environmental
information, lead to estimators of source location. These
source location estimators have been applied to a sound
source emitting a 300-800 Hz, 2 seconds long FM sweep,
in a shallow water area off the coast of Portugal. The
approximate source range, and depth, were successfully
estimated during the runs where the source was held ap-
proximately fixed. To some extent, these results confirm
those obtained by Porter and both studies show the feasi-



bility of single sensor source localization. Those obtained
with the subspace methods shed a new light into multi-
path correlation and could be even more usefull in cases
of unresolvable multipath arrivals. This is particularly
important in shallow water scenarios and/or with nar-
rower frequency band waveforms.
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